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Intro: Federated Learning

+ Centralized machine
learning -l @

+ Collect data from clients; 4/@? @\@ﬁ

<+ train a centralized model; = , _. D . —

@{f : user data — : user data upload fﬂ‘ : centralized model training

+ make predictions for clients
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Intro: Federated Learning

+ Federated learning: training a shared
global model, from a federation of
participating devices which maintain
control of their own data, with the
facilitation of a central server™.

+ Real-world mobile applications

+ suggesting mobile keyboards;

’Z‘ I' etr ieVing imp OI' tant nOtiﬁcatiOnS} % : protected user data <--- : parameters up/down load (2" : model aggregation @j‘ : local training

+ detecting the spam messages

* Jakub Konec¢ny. Federated Learning: Privacy-Preserving Collaborative Machine Learning without
Centralized Training Data. Trends in Optimization Seminar, University of Washington in Seattle. Jan 30, 2018 3
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Federated Averaging

+ Federated Optimization
K
M « Z m,
k=1

+ Federated Averaging

K
ke
k
Ori1 < Zzé’tﬂ
k=il

+ Brendan McMahan, Eider Moore, Daniel Ramage, Seth Hampson, and Blaise Aguera y Arcas.
Communication-efficient learning of deep networks from decentralized data. In Artificial
Intelligence and Statistics, pages 1273-1282, 2017. 4



THE UNIVERSITY
ﬁ! OF QUEENSLAND
\ AUSTRALTIA

CREATE CHANGE

Private Language Modeling

+ Personalized Keyboard Suggestion
+ next word prediction
+ language preference and patterns

+ Private Neural Language Modeling

+ protect private content and sensitive
information
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Motivation

+ Simple averaging ignores the

importance of different distributed
clients. ‘ <= E ‘

+ Model importance and knowledge
transferring should be considered.
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Proposed Method A Sl

+ FedAtt: Attentive Federated Aggregation

Ocr1 O —€ > (B — 0f,),
k=1

+ Attentive weighted expected distance

k 2
arg min E osz (0,04 1)°];
il e

1. Considering the relation between the server model and client models and
their weights

2. Optimizing the distance between the server model and client models in
parameter space



Attentive Federated Aggregation

Algorithm 3 Attentive Federated Optimization

1%

k is the ordinal of clients; [ is the ordinal of neural layers;

e 1s the stepsize of server optimization

Input: server parameters 6; at ¢, client parameters
1

Opi1y.n 000 at £+ 1.

Output: aggregated server parameters 6y 1.

4: procedure ATTENTIVE OPTIMIZATION(O;, 67, )

A

10:
11:
162

Initialize « = {1, ..., Qk,...,a,,} > attention for
each clients
for each layer [ =1, 2,... do
for each user k do
i AL, !
s, = lw' — wyllp

l

ol = softmax(st) = —<*

sl
g1 €k
= A Ut l
afe=tllo ey sna ) :
m
9t+1 = = GZkzl Oék:((gt - 9t+1)
return 0,

AUSTRALTIA

THE UNIVERSITY
Qﬁ OF QUEENSLAND

CREATE CHANGE

The illustration of our proposed layer-wise
attentive federated aggregation
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GRU-based Client Learner

+ Client side: model-agnostic

2zt = o(wy - [he1, T4]),
EAN= o(wy « [he—1, T4]),

+ GRU-based language B B Rn N
ht = (1 —Zt) *ht—l o *ht,

modeling

+ K. Cho, B. Merrienboer, C. Gulcehre, D. Bahdanau, F. Bougares, H. Schwenk, and Y. Bengio. Learning
phrase representations using rnn encoder—decoder for statistical machine translation. In Proceedings of the
2014 Conference on Empirical Methods in Natural Language Processing (EMINLP), pages 1724-1734, 2014.
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Ditterential Privacy

+ Ditterential privacy

+ Randomized mechanism
1 K
e il k 2
Ht_|_1 — (9t —(kE:1 A9t+1 ‘|‘N(O, o) ))

+ Attentive Federated Aggregation with Randomization

Qt_|_1 = Ht ST 620&]6(915 ah ef_|_1 i 6/\/(0,02))

k=1

10
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Experiments

<+ Datasets: Penn Treebank, WikiText-2, Reddit Comments
+ Data Partitioning: shuffle and sampling
+ Settings:

+ 1) FedSGD: Federated stochastic gradient descent takes all the clients for federated
aggregation and each client performs one epoch of gradient descent.

+ 2) FedAvg: Federated averaging samples a fraction of users for each iteration and
each client can take several steps of gradient descent.

+ 3) Fed Att: Our proposed Fed Att takes a similar setting as Fed Avg, but uses an
improved attentive aggregation algorithm.

Code is available at https:/ / github.com /shaoxiongji / fed-att

11
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<+ Results <+ Client Fraction

Testing perplexity of 50 communication Testing perplexity of 50 communication rounds
rounds for federated training using small- when a different number of clients is selected
scaled GRU network as the client model for federated aggregation
110 w ! L | !
Frac. | Methods | WikiText-2 PTB Reddit - JeFedAvgioFedAtt |
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Experiments

<+ Communication Cost

[\)
=
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Experiments

+ Randomization

Magnitude of randomization vs. testing
perplexity using a small-scaled model with

tied embedding
Randomization FedAvg | FedAtt
Nonrandomized B =0 88.21 77.66

= 0.001 88.17 77.76
= 0.005 88.36 78.59
0.01 89.74 79.51

B
Randomized %
6 =0.05 103.17 101.82
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<+ Model Scale

Testing perplexity of 50 communication rounds
vs. the scale of the model using a tied
embedding or untied embedding model

Model FedAvg | FedAtt

tied 88.21 77.66
untied | 91.25 81.31

tied 103.07 77.41
untied 96.67 96.71

tied 77.51 76.37
untied 82.97 83.40

Small

Medium

Large

14
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Conclusion

+ This paper introduces the attention mechanism to
aggregate multiple distributed models

+ A novel layer-wise soft attention to capturing the
“attention” among many local models” parameters is
proposed.

+ Experiments of next word prediction show a
comparable performance in terms of perplexity and
communication rounds

15
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