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Abstract

The aim of this research is to understand how mid-latitude weather systems ventilate

pollutants out of the boundary layer. Specifically, which regions of the boundary layer

beneath mid-latitude weather systems can exchange air with the troposphere, which phys-

ical processes act to transport pollutants, and what controls the amount of ventilation.

These questions are investigated by simulating dry baroclinic life cycles in the presence

of a boundary-layer parameterisation scheme with a passive tracer included to represent

pollutants.

Firstly, the boundary-layer structure and the exchange of mass between the bound-

ary layer and free troposphere on synoptic scales is investigated. The boundary-layer

structure is found to be strongly coupled to the large-scale dynamics and driven by ther-

mal advection. Mass is cycled through the boundary layer on synoptic scales; the boundary

layer gains mass in anticyclonic regions and loses mass in the warm sector.

Secondly, three interlinked processes are identified to transport tracer within the

baroclinic life cycles. They are vertical turbulent mixing, horizontal divergence and con-

vergence within the boundary layer (which is induced by the large-scale flow and by surface

friction) and advection out of the boundary layer by the warm conveyor belt.

Finally, the relative importance of these processes is investigated. Sixteen life cycles

are simulated with different large-scale dynamics or boundary-layer parameters. Advection

by the warm conveyor belt is found to be the most critical transport process in determining

the amount of ventilation. Transport of tracer within the boundary layer is shown to be

of secondary importance. Quasi-geostrophic theory is used to determine how the ascent

of the warm conveyor belt scales with environmental parameters. A strong correlation is

found to exist between this and both the amount of mass and tracer ventilated out of the

boundary-layer.
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CHAPTER ONE

Introduction

1.1 Overview

An understanding of how pollutants are ventilated out of the boundary layer is required

as pollutants can influence local air quality and alter chemical transformations near the

source if they remain in the boundary layer. Alternatively, if pollutants are ventilated

into the free troposphere they can be advected long distances, and have an impact on

regional and global air quality. At higher altitudes pollutants can absorb long and short

wave radiation, altering the radiative forcing of the Earth’s climate. Pollutants are lost by

dry deposition within the boundary layer but not the free troposphere. The rate at which

pollution is ventilated into the free troposphere determines the residence time of pollutants

in the boundary layer, and hence the amount of pollution that dry deposition can return

to the surface. Therefore, the physical processes that control the rate of boundary-layer

ventilation can also exert a control on the chemistry of the whole troposphere.

Cyclones are dominant features of the atmospheric circulation in the mid-latitudes.

Mid-latitude weather systems are efficient at redistributing heat and moisture within the

atmosphere, and many recent studies (e.g. Bey et al., 2001; Hess and Vukicevic, 2003;

Purvis et al., 2003) suggest that they are also important for transporting pollutants out

of the boundary layer and over long distances in the free troposphere. The overall aim of

this research is to identify the physical processes that lead to boundary-layer ventilation,

quantify the efficiency of cyclones to ventilate the boundary layer and determine what

controls the amount of ventilation. These aims are addressed by taking an idealised mod-

elling approach. Baroclinic life cycles, which are idealised mid-latitude weather systems,

1



CHAPTER 1: Introduction 2

are simulated using two different general circulation models. Passive tracers are included

in all model simulations to represent pollutants. The transport and resulting distribution

of these tracers is then analysed to answer the questions posed above.

1.2 Transport processes

A number of physical processes can act to transport pollution within mid-latitude cyclones.

Donnell et al. (2001) and Agust́ı-Panareda et al. (2005) classified these processes into

three categories: boundary-layer turbulent mixing, convection, and advection by synoptic-

scale motions. Additionally, pollutants can be transported out of the boundary layer in

the absence of synoptic weather systems by mesoscale features such as sea breezes and

orographic flows.

1.2.1 Coastal ventilation processes

Transport of pollutants by sea-breezes is an important process as a large proportion of the

Earth’s population lives in coastal zones. During the day there is typically an on-shore

flow near the surface, and a return off-shore flow at upper levels. Sea breezes can ventilate

through two processes. The first process is by convergence and forced ascent where the

low-level sea breeze collides with a prevailing wind. This lofts pollutants to the upper

regions of the boundary layer and, in situations of strong ascent, can ventilate pollutants

out of the boundary layer. Leon et al. (2001), in a mesoscale modelling study, showed that

convergence between a sea breeze and prevailing winds caused air to rise up to 2.5 km.

The second process is referred to as coastal outflow (Dacre et al., 2007). Coastal outflow

occurs when the prevailing wind is directed offshore. During the day the boundary layer is

deeper over land than over sea. Pollutants are mixed to the top of the convective boundary

layer over land, and then are advected horizontally offshore. As the pollutants in the land

boundary layer are at a greater height than the marine boundary-layer inversion they are

no longer within the boundary layer. Consequently, the pollutants are decoupled from the

surface, no longer subject to dry deposition, and can be transported longer distances.

1.2.2 Orography

Orography in the form of hills or valleys can act to ventilate the boundary layer. As flow

approaches a hill, or mountain, air is either forced around or over the obstacle depending
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upon the Froude number, Fr = u/Nhm, where u is the wind speed, N is the Brunt-Väisälä

frequency and hm is the height of the obstacle. If Fr is greater than unity then the flow

will rise and travel over, not round, the hill. This induces vertical motion, which can act

to transport pollutants out of the boundary layer. Valley flows have also been identified

to ventilate pollutants out of the boundary layer. Henne et al. (2004) investigated the

mechanisms involved in topographic venting in two separate alpine valleys and quantified

the export of boundary-layer air to the free troposphere by means of air mass budgets.

They found that during the day differential heating resulted in up-valley winds, parallel

to the valley floor, and that at the valley side-walls up-slope winds were significant and

could penetrate across the boundary-layer inversion. Henne et al. (2004) calculated that,

on average, three times the valley air mass is exported to the troposphere per day, and

hence is an important process for boundary-layer ventilation in mountainous regions.

1.2.3 Convection

Convection can develop as discrete upright cells forced by surface heating, convergence

lines, or as slantwise cells embedded within frontal cloud-bands. All forms of convec-

tive activity cause rapid vertical transport and hence can ventilate pollutants out of the

boundary layer into the free troposphere on timescales ranging from tens of minutes to a

few hours. Transport of pollution by deep convection has received considerable attention.

Dickerson et al. (1987) measured concentrations of carbon monoxide and non-methane

hydrocarbons in the anvil of a thunderstorm and found concentrations far in excess of the

concentrations observed outside of the anvil. They concluded that the deep convection

was responsible for transporting pollutants vertically out of the boundary layer to the

upper regions of the thunderstorm. As well as individual storms, studies have also investi-

gated the climatological importance of deep convection in ventilating the boundary layer.

Thompson et al. (1994) calculated terms in a carbon monoxide budget integrated over one

month in early summer in the central U.S. and found the flux of carbon monoxide out of

the boundary layer by deep convection to be the dominant term. Thompson et al. (1994)

also showed that boundary-layer tracers can be transported as high as 15 - 16 km during

a convective event and that the majority of tracers transported out of the boundary layer

by convection reach an altitude between 8 and 10 km.

Deep convection has also been shown to be capable of transporting boundary-layer

air to the lower stratosphere. Danielsen (1993) studied deep convection near Darwin,
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Australia, and observed that the convective clouds could penetrate into the lower strato-

sphere. This potential for pollution transport into the lower stratosphere has been con-

firmed by Fischer et al. (2003) who measured concentrations of tropospheric trace gases in

the stratosphere above the anvil of a Mediterranean thunderstorm. They found elevated

concentrations of tropospheric gases far in excess of background values, confirming the

direct transport of polluted boundary-layer air to the lower stratosphere.

Shallow convection has received less attention, however a number of studies have

been conducted. Gimson (1997) used a mesoscale numerical model to investigate transport

of an idealised tracer by shallow convection behind a cold front. The tracer is found to

be transported from its initialisation height of 500 m up to the cloud-top level (4 - 5 km),

demonstrating that shallow convection can ventilate the boundary-layer. Dacre et al.

(2007) investigated the processes that led to boundary-layer ventilation during a non-

frontal day over the U.K. again by using a mesoscale model, and also showed that, in the

absence of fronts, shallow cumulus convection is a significant boundary-layer ventilation

process. Convection embedded within frontal cloud bands has also been identified as an

important transport process. In a case study of a frontal cyclone in North-West Europe

Agust́ı-Panareda et al. (2005) found that including convection considerably enhanced the

amount of boundary-layer ventilation compared to when large-scale advection was the

only process acting to transport the tracer. Additionally, Purvis et al. (2003) found

that embedded convection along a cold front, rather than large-scale advection, was the

dominant process in ventilating the boundary layer.

1.2.4 Turbulent mixing

Turbulent mixing acts to redistribute pollutants within the atmospheric boundary layer

on timescales of a few hours. Mixing by turbulence within the boundary layer is critical for

boundary-layer ventilation, despite the small vertical scale of most turbulent eddies, as it

lofts pollutants away from surface based sources to the upper regions of the boundary layer

where large-scale motions are present. The amount of mixing a pollutant experiences is

dependent on the depth and stability of the boundary layer. For example, on microscales,

Arya (1999) has shown boundary-layer stability and depth to strongly influence pollutant

concentrations within the urban boundary layer. Additionally, Rigby and Toumi (2008)

found using both a Gaussian plume model and a box model, both of which require an

estimate of boundary-layer depth and stability class as input parameters, that pollutant
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concentrations within London could be well modelled. On larger scales, previous work

(e.g. Fleagle and Nuss, 1985; Bond and Fleagle, 1988) has shown there to be considerable

horizontal variability in the boundary-layer depth and stability found beneath different

parts (e.g the warm sector, post-cold front zone, anticyclone) of mid-latitude weather

systems. (This is described in more detail in Chapter 4).

Therefore, it is necessary to account for the different degrees of turbulent mixing

within the boundary layer beneath different parts of a mid-latitude synoptic system, and

it would be inappropriate to assume a well-mixed boundary layer with horizontally ho-

mogeneous pollutant concentrations across synoptic scales. This has been confirmed in

previous studies (e.g. Donnell et al., 2001; Agust́ı-Panareda et al., 2005; Dacre et al., 2007)

which have attempted to quantify the importance of turbulent mixing in relation to other

transport processes. Donnell et al. (2001) found that including transport by turbulent

mixing in three case studies (two frontal situations and one anticyclonic) increased the

amount of a passive tracer that was transported from the boundary layer to the free tro-

posphere by between 9% and 13%. Similar findings were reported by Agust́ı-Panareda

et al. (2005), who also state that the combination of different transport mechanisms (ad-

vection, convection, turbulent mixing) on the amount of ventilation is not additive, and

often their interaction is more important than the role of individual process. The impor-

tance of including turbulent mixing was also emphasised by Dacre et al. (2007), who found

in a coastal ventilation study that turbulent mixing considerably enhanced the amount of

tracer transported from the boundary layer to the free troposphere. Clearly, the inclusion

of turbulent mixing significantly alters the resulting distribution of pollutants. Therefore,

to correctly model pollution transport, turbulent mixing not only should be included, but

it is also vital to include the correct amount of turbulent mixing. This is highlighted by

Roelofs and Lelieveld (1995) who hypothesised that the lack of sufficient turbulent mixing

between the boundary layer and free troposphere in a chemistry general circulation model

was responsible for the underestimation of tropospheric ozone concentrations in polluted

continental regions.

1.2.5 Synoptic scale advection

Transport of pollution by advective processes occurs mainly due to synoptic systems on

timescales of hours to days. To understand how pollutants may be transported within a

mid-latitude cyclone it is useful to consider the typical structure of a mid-latitude cyclone.
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Figure 1.1: Schematic diagram of the principal flows within a typical mid-latitude cyclone adapted from

Bader et al. (1995). W1 marks the main anticyclonic warm conveyor belt, W2, the cyclonic part of the

warm conveyor belt and CCB, the cold conveyor belt. WF denotes the warm front and CF the cold front.

Conceptual models of cyclones

Conceptual models of mid-latitude cyclones and the main airflows within them are dis-

cussed in numerous studies (e.g. Harrold, 1973; Carlson, 1980; Browning, 1985). A

schematic of the main air flows observed within a typical mid-latitude cyclone is shown in

Figure 1.1. Conceptual models refer to the main airflows within cyclones as conveyor belts.

The first such conveyor belt is the warm conveyor belt (WCB), labelled W1 in Figure 1.1,

which originates in the warm sector of the cyclone ahead of the cold front at low levels.

This airstream experiences ascent as it moves polewards. At upper levels the WCB can

follow a cyclonic path around the poleward side of the low centre, (W2 in Figure 1.1) or

can overrun the surface warm front, hence experiencing additional ascent, and follow an

anticyclonic path. The cyclonic branch of the WCB then descends as it forms the cloud

head, a hook-shaped cloud feature on the poleward side of the main cloud band (Browning

and Roberts, 1994), indicated by the scalloped shading in Figure 1.1. The WCB has a

large potential to ventilate the boundary layer due to its ascent to the mid to upper tropo-

sphere from the boundary layer. The second conveyor belt is the cold conveyor belt (CCB)
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which is also initially found at low levels but in the cool air ahead of the surface warm

front. The CCB travels rearwards relative to the advancing system, around the poleward

side of the low centre. In principle, ventilation by the CCB is possible, but this has not

been identified in previous studies. The final airstream identified in conceptual models of

mid-latitude cyclones is the dry intrusion (indicated by the dashed arrow labelled dry air

in Figure 1.1). This airstream originates at upper levels and descends rapidly behind the

cold front. Clearly the dry intrusion has no potential for boundary-layer ventilation, but

does have important consequences for stratosphere - troposphere exchange.

Previous studies of ventilation and transport by large-scale advection

Of all the physical processes that have been identified to ventilate the boundary layer

large-scale advection has received the most attention in recent years, primarily due to the

international consequences of long-range pollution transport.

Previous studies can be grouped into those that have considered individual case

studies and those that have taken a more climatological approach. Taking a case study

approach allows for smaller scale processes to be identified, and additional detail in the

tracer transport to be realised, compared to what is achievable in a climatological type

of study where such processes can be averaged out. However, the climatological approach

has advantages; it produces more representative estimates of ventilation and transport as

it does not depend on one individual weather system, which may have been an anomalous

system.

Many case studies, which include observational (e.g. Bethan et al., 1998; Cooper

et al., 2001; Stohl et al., 2003b) modelling (e.g. Parker, 1999; Donnell et al., 2001; Agust́ı-

Panareda et al., 2005), or combined studies (e.g. Li et al., 2002; Fuelberg et al., 2003;

Cooper et al., 2004; Mari et al., 2004), of long range transport have been conducted

and their results show that WCBs are capable of transporting pollution large distances.

However, discrepancies exist between these studies, and by reviewing the literature (below)

it becomes evident that the route pollutants follow as they are transported out of the

boundary layer, and especially how efficient this transport is, is not yet fully understood.

Bethan et al. (1998) compared aircraft data taken in two WCBs, one associated with

a developing low pressure and the other a mature system, in the Eastern Atlantic. Their

observations confirmed that air can be transfered from the boundary layer to the free

troposphere during the development of a baroclinic wave. However, Bethan et al. (1998)
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also found that due to the different origins of the two WCBs the chemical signature of the

two airstreams were considerably different. Huntrieser et al. (2005) presented experimen-

tal evidence which showed that baroclinic systems can not only ventilate the boundary

layer but can also transport pollutants from North America to Europe; a pollution plume

was tracked using airborne and surface measurements for one week from the Eastern U.S.

(where pollutants were lifted from the boundary layer to the free troposphere by a WCB)

to the European Alps (where one branch of the plume was observed to descend to ground

level). Similar transport paths have also been shown to exist between Asia and North

America. Hess and Vukicevic (2003) used an adjoint method (which unlike typical tra-

jectory studies includes transport due to mixing and convection) to investigate transport

paths between Asia and North America between 15 April 1992 and 15 May 1992 and found

that pollutants are lofted out of the Asian boundary layer in a very narrow band above

the surface cold front before being transported almost isentropically across the Pacific.

The transport paths identified by Hess and Vukicevic (2003) are in good agreement with

conceptual models of cyclones; one travels anticyclonically away from the surface low (W1

in Figure 1.1) and a second travels cyclonically around the low (W2 in Figure 1.1). Han-

nan et al. (2003) investigated transport from East Asia to North America by two different

cyclones using in-situ and remotely sensed chemical data together with high-resolution

meteorological modelling. The airstreams that were observed to ventilate the boundary

layer differed considerably from those described in typical conceptual models, and were

significantly more complex. This disagrees with the results of Hess and Vukicevic (2003)

and highlights the amount of case-to-case variability between cyclones. The second main

finding of Hannan et al. (2003) was that interactions between successive cyclones and an-

ticyclones along a storm track are important for the resulting chemical composition of the

airflows within cyclones. Hannan et al. (2003) showed evidence in agreement with Bethan

et al. (1998); the origin of the airstream (e.g. continental boundary layer versus oceanic

boundary layer) strongly affects the chemical composition of the airstream downstream.

Esler et al. (2003) emphasised the degree of case to case variability in the amount of

boundary-layer ventilation due to WCBs by examining two cold front systems over the

U.K, using flight measurements, mesoscale model data and trajectory calculations. They

found that the stronger of the two cyclones was eight times more efficient at ventilating

the boundary layer than the weaker one.

Modelling studies (e.g. Kowol-Santen et al., 2001; Donnell et al., 2001) have con-
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firmed that pollutants can be transported out of the boundary layer by mid-latitude

weather systems. In a case study of a cyclone over Europe, Kowol-Santen et al. (2001)

identified the WCB as the main advective process for boundary-layer ventilation and found

that the WCB transported 70% of a tracer initialised in the boundary layer into the free

troposphere within three days. Donnell et al. (2001) showed advection to be the dominant

transport mechanism in three separate case studies where the role of turbulent mixing

and convection was also considered. However, results of a case study presented by Agust́ı-

Panareda et al. (2005) showed that embedded convection within the warm conveyor belt

can be as, or more, important than advection for boundary-layer ventilation.

As well as the case-study approach to understanding transport by large-scale advec-

tion, some climatology-type studies, although considerably fewer in number than of the

case study variety, have also been conducted. In an attempt to relate the numerous varied

case studies to each other, Cooper et al. (2002) made the first attempt to develop a con-

ceptual model of the chemical composition of a mid-latitude cyclone tracking across the

Northern Atlantic. Their results showed that although synoptic-scale dynamics played a

crucial role in determining the chemical characteristics of the main airflows, some charac-

teristics of the conceptual model exerted the same influence on trace gases regardless of the

cyclone’s intensity or location (e.g. the CCB and WCB both experienced wet deposition

but the WCB was found to be more photochemically active due to its more southerly loca-

tion). Airstreams in the mid-troposphere were shown to be the most susceptible to mixing

with other air masses. Hess (2005) used a global chemistry transport model to simulate

the transport of two tracers during the summer (June, July, August) and winter (Decem-

ber, January, February) of 2001-2002. One tracer was transported by convective processes

and the other advective processes. During the winter, in the mid-latitudes, transport by

advection was found to be more important than transport by convection. A composite

of the largest deviations in the advective tracer concentration at 500 mb with the corre-

sponding surface pressure pattern was also shown. The highest tracer concentrations at

500 mb were found in the warm sectors of cyclones, which indicated, that averaged over

a winter season, transport by the warm conveyor belt is the dominant transport process

in mid-latitudes. Cotton et al. (1995) took a global climatological approach, combining

numerical modelling experiments and observations, to quantify the efficiency of different

cloud systems at ventilating the boundary layer. On average, extra-tropical cyclones were

found to have the largest mass flux out of the boundary-layer of all cloud venting systems
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(others analysed include ordinary cumuli, ordinary thunderstorms, mesoscale convective

systems and tropical cyclones).

Finally, idealised modelling approaches are now considered. Currently there are

few idealised modelling studies which investigate boundary-layer ventilation. Stone et al.

(1999) analysed the transport of three passive tracers by idealised baroclinic life cycles

in a general circulation model which excluded diabatic processes and turbulent mixing,

but did not make an attempt to identify physical transport processes. The tracers were

predominantly transported by the eddy flux associated with the life cycles and not the

background flow, and the largest transport occurred during the nonlinear growth periods

of the life cycle. Polvani and Esler (2007) investigated the exchange and mixing of differ-

ent airmasses (boundary layer, free troposphere and stratospheric) during the evolution

of two contrasting idealised baroclinic life cycles. They showed the warm conveyor belt to

transport a similar amount of tracer out of the boundary layer in both cases. However,

no boundary-layer parameterisation scheme was included and therefore the definition of

the boundary-layer depth is arbitrary and is effectively assumed to be constant in time

and space. Additionally, although Polvani and Esler (2007) identified transport processes,

the absence of a boundary-layer scheme means that they did not investigate transport by

boundary-layer processes. It is likely that, due to the proximity to the surface, transport

processes within the boundary layer will differ considerably to those that have been ob-

served in the free troposphere. It is thus hypothesised that a range of physical processes,

within and above the boundary layer, interact with each other to transport pollution away

from surface based sources and into the free troposphere.

1.3 Baroclinic Instability

As baroclinic life cycles are simulated throughout this thesis, an overview of baroclinic

instability theory is now presented. Baroclinic instability is the well accepted theoretical

explanation for cyclogenesis in the mid-latitudes (Charney, 1947; Eady, 1949). Baroclinic

instability exists in the mid-latitudes due to the large meridional temperature gradients

that develop between the equator and the poles (Holton, 1992). This background state

exists as the equator receives considerably more solar radiation, and hence energy, than the

polar regions do. To remove this imbalance, and decrease the North-South temperature

gradient, pressure perturbations in the form of cyclones and anticyclones develop and act
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to transport heat from the equator to the poles. The baroclinic systems that develop

remove potential energy from the background state and convert it into kinetic energy

through ascending poleward moving branches of warm air and descending equatorward

moving branches of cold air (James, 1995).

The mechanism by which a small perturbation on a baroclinically unstable back-

ground state can grow into an intense weather systems can be explained by considering

baroclinic instability in terms of potential vorticity (PV). Potential vorticity (Ertel’s form

(Ertel, 1942)) is given by

PV =
1

ρ
ζ.∇θ, (1.1)

where ρ is density, ζ is absolute vorticity and θ is potential temperature. The most

significant property of potential vorticity is that it is conserved in the absence of diabatic

and frictional effects (Rossby, 1940; Ertel, 1942), and therefore can be thought of as a

tracer of air parcels in the atmosphere. In terms of understanding dynamical meteorology,

the second useful quality of PV is that it is invertible. This means that, given a suitable

balance condition (the simplest being geostrophic balance), if the full three-dimensional

structure of the PV field is known, then the three-dimensional wind and temperature

distributions can be obtained (Hoskins et al., 1985). Therefore, temperature (or pressure)

anomalies are closely related to anomalies in PV; a warm (cold) anomaly at the ground

is associated with a positive (negative) PV anomaly and a warm (cold) anomaly at the

tropopause is associated with a negative (positive) PV anomaly (Bretherton, 1966). By

considering how PV anomalies at different height levels interact with each other, the

growth of baroclinic systems can be understood. The schematic shown in Figure 1.2

shows how an upper level PV anomaly can act to alter the low-level circulation. If a

positive (cold) PV anomaly at upper levels, such as a tropopause fold, is advected into

a region with a strong surface temperature gradient, the cyclonic circulation associated

with the upper PV anomaly extends downwards and induces a cyclonic PV anomaly at

the surface, as indicated by the faint dashed lines in Figure 1.2. The low-level induced

winds act to distort the initial North-South surface temperature gradient, moving warm

air polewards and cold air equatorwards. The surface temperature wave that develops is

out of phase with the upper level wave, and the two structures can become locked together.

When this occurs, a positive feedback process occurs; the lower level PV anomaly will act
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Figure 1.2: Schematic showing the interaction between an upper level positive (cold) PV anomaly in the

form of a tropopause fold and the low level circulation. Solid arrows indicate wind direction, solid black

line indicates the tropopause and dashed line indicates an isotherm with warm air to south and cold air

to the north.

to enhance the upper level anomaly and vice-versa.

1.3.1 The Eady model of baroclinic instability

Eady (1949) developed an analytical model of linear baroclinic instability, which repre-

sents the growth of small amplitude wave like perturbations on a baroclinically unstable

background state. The perturbations are constrained to be small to allow the governing

equations to be linearised. The background state of the Eady model is a simple approxima-

tion to a typical wintertime storm track. It consists of a purely zonal flow (the meridional

wind component is zero) with a constant vertical shear but no horizontal shear. Since

there is constant vertical shear, thermal wind balance implies that there is a constant

North-South temperature gradient. The f-plane assumption, f = f0, is made, the Brunt-

Väisälä frequency, N , is taken to be constant and the perturbation is assumed to have no

y-dependence. The flow is constrained between two rigid boundaries, the lower of which

represents the surface, and the upper the tropopause. As the vertical shear is constant,

the steering level of the flow (the level at which the phase speed of the cyclone equals

the velocity of the basic flow) is located midway between the surface and the tropopause.



CHAPTER 1: Introduction 13

Within the interior no perturbations to the quasi-geostrophic PV, q′, are allowed to exist

(quasi-geostrophic PV differs from PV in that it is conserved following geostrophic flow

along constant pressure surfaces):

q′ =
1

f0
∇2

hΦ′ +
f0

N2

∂2Φ′

∂z2
= 0. (1.2)

This constraint on the perturbation in geopotential height, Φ′, combined with the re-

quirement that the perturbation must also satisfy the quasi-geostrophic thermodynamic

equation, allows for an analytical expression for the perturbation to be obtained. Eady

(1949) analysed the normal modes of this system and found both exponentially growing

and decaying waves as well as neutral modes beyond a short-wave cut off point. The

wavenumber, k, of the the fastest growing normal mode is found to be

k =
1.6f

NH
. (1.3)

If typical mid-latitude values of the Coriolis parameter f ∼ 10−4s−1, the tropospheric

depth, H ∼ 10km and the Brunt-Väisälä frequency N ∼ 10−2s−1, are substituted into

equation 1.3, the resulting wavelength (λ = 2π/k) is approximately 4000 km, which is

similar to the scale of observed mid-latitude weather systems. The maximum growth rate

of the perturbation, σ, can also be found analytically and is given by

σ = −0.31
1

N

g

θref

∂θ

∂y
, (1.4)

where g is the acceleration due to gravity and θref is a reference potential temperature. It

is evident that the rate at which a baroclinic system intensifies is strongly related to the

stability and meridional temperature gradient of the background state. Unsurprisingly,

from an energetics view point, where stronger meridional temperature gradients exist

the growth rate is larger as the atmosphere responds quicker to re-balance the meridional

energy distribution. This is in agreement with observations; the strongest cyclones tend to

develop on the eastern edges of continents, where there are strong sea surface temperature

gradients such as the Gulf Stream and the Kuroshio Current.

The Eady model also predicts the structure of the growing waves; the pressure field

is found to tilt westward with height, with the surface and upper boundary pressure waves
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found to be 90o out of phase with each other. The temperature field has an eastward tilt

with height whereas the vertical motion field tilts west with height, but not as significantly

as the pressure field. Again, these structures are in good agreement with what is observed

in baroclinic systems in reality, and this emphasises the usefulness of the Eady model as

a first order approximation to baroclinic instability.

1.3.2 Effects of friction on baroclinic life cycles

Numerous studies (e.g. Petterssen and Smebye, 1977; Hoskins et al., 1985; Thorncroft

et al., 1993; Hoskins, 1997) have focused on the growth and development of baroclinic

waves in an idealised framework. However, all of these examples and the vast majority of

studies consider the development of baroclinic life cycles in the absence of frictional effects.

Clearly the inclusion of frictional processes and turbulent fluxes of momentum and heat

will alter the development of baroclinic life cycles.

The traditional approach to this problem is to apply the theory that Ekman (1905)

originally developed to explain an oceanographic observation: icebergs do not drift in the

direction of the prevailing wind but at an angle of 20o - 40o to the right of the prevailing

wind in the northern hemisphere. Ekman (1905) explained this observation in terms of

the balance between the Coriolis force and frictional forces; the frictional drag of the ocean

surface reduces the ocean currents, and therefore the Coriolis force exceeds the pressure

gradient force, turning the ocean currents to the right. In an atmospheric boundary layer

context this has the effect of turning the geostrophic wind towards low pressure and away

from high pressure. This leads to convergence (divergence) in regions of low (high) pressure

and induces ascent (descent) at the top of the boundary layer. This resulting vertical

motion is referred to as Ekman pumping (ascent) or Ekman suction (descent). The effect

of Ekman pumping on a cyclonic weather system is to squash the vortex tube associated

with the large-scale cyclonic vorticity, which by conservation of momentum causes the

vorticity to decrease and the weather system to weaken. This theory has been tested

by a number of authors. Simmons and Hoskins (1978), in a study focusing on inviscid

life cycles, briefly investigated the effect of a very simple surface friction parameterisation

(which consists of a surface drag coefficient of 0.001 decreasing to zero at and above

2.5 km) on the evolution of a baroclinic life cycle. They found that the frictional drag

acted to delay the life cycle’s development by one day, and substantially reduced the mean

meridional circulation at low levels. A more in depth investigation of the role of boundary-
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layer parameterisation schemes on the evolution of baroclinic life cycles was presented by

Valdes and Hoskins (1988) who compared life cycles with no frictional processes, an Ekman

pumping parameterisation acting and with Rayleigh friction present. They concluded

that both ’boundary-layer parameterisations’ produce essentially the same results when

incorporated into a baroclinic life cycle simulation; the growth rates of the fastest growing

waves are reduced and the shorter wavelengths are stabilised. Many other studies (e.g.

Williams and Robinson, 1974; Card and Barcilon, 1982; Farrell, 1985; Branscome et al.,

1989) have also shown that the inclusion of Ekman processes strongly inhibits the growth

of normal mode life cycles. This is relevant for the study of boundary-layer ventilation; as

surface friction can change the intensity of baroclinic life cycles, the inclusion of frictional

processes can potentially change the efficiency of cyclones to ventilate the boundary layer.

The Ekman theory, which provides an explanation for why the growth rate of the life

cycles is decreased, is based upon the assumption that the cyclonic vortex associated with

the life cycle is barotropic. In reality, mid-latitude cyclones are baroclinic, and despite

the numerous studies quoted above which explain their results using an Ekman dynamics

framework, it is not clear whether the same mechanisms hold for baroclinic vortices that

do for barotropic vortices. Adamson et al. (2006) investigated how the inclusion of mo-

mentum fluxes effected the dynamical evolution of idealised baroclinic life cycles by taking

a different approach to previous studies. They studied the frictional generation of PV in

the boundary layer and the transport of this PV into the free troposphere. The results

found by Adamson et al. (2006) are in-line with previous studies; the inclusion of surface

momentum fluxes decreased the strength of the cyclone and introduced a one day delay in

the evolution. However, Adamson et al. (2006) suggested a different mechanism for this

effect. Although the inclusion of drag was found to induce a negative PV anomaly through

the Ekman pumping process, it remained confined to the low levels of the boundary layer,

and hence could not have a significant effect on the large-scale dynamics. However, the

surface drag was found to induce a significant positive PV anomaly in the boundary layer

to the east of the low pressure centre, which was then advected into the free troposphere

by the cyclonic part of the warm conveyor belt to above the low pressure centre. Once in

the free troposphere the PV anomaly was found to be very shallow, but had considerable

horizontal extent, and hence acted as a thin layer of high static stability, and reduced the

coupling between the upper and lower level PV anomalies.

Identifying that the flow alterations induced by Ekman pumping are mainly confined
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to the lower part of the boundary layer is important for the work presented in this thesis;

if vertical motion caused by Ekman pumping does not extend to the top of the boundary

layer it is unlikely to play a role in transporting pollutants out of the boundary, although it

may still be important for redistributing pollutants within the boundary layer. Plant and

Belcher (2007) built upon the work of Adamson et al. (2006), by simulating an additional

contrasting life cycle, and repeating the life cycle experiment of Adamson et al. (2006),

but with the inclusion of turbulent heat fluxes (as well as momentum fluxes) in both life

cycles. Plant and Belcher (2007) found that the inclusion of turbulent heat fluxes had little

effect on phase of the life cycle but did reduce the energy content of the life cycle. Also

shown was that the frictionally generated positive PV anomaly develops regardless of the

life cycle’s frontal structure (the two life cycles studied by Plant and Belcher (2007) differ

considerably in their frontal structures), and that the direct effect of the Ekman pumping

spinning down the low-level vorticity is less significant than the frictional baroclinic process

in which the positive PV anomaly acts to inhibit development.

Boundary-layer processes have been shown to alter the structure of the frontal fea-

tures that develop during a baroclinic life cycle. Keyser and Anthes (1982) used a primitive

equation horizontal-shear model to simulate frontogenesis with no friction, with a simple

one layer bulk aerodynamic boundary-layer parameterisation, and with a more complex

Blackadar (1962) type parameterisation scheme. They found that including the more com-

plex parameterisation led to more realistic simulations which resolved a narrow updraught

at the top of the boundary layer on the warm side of the cold front. This updraught was

found to develop due to frictionally-driven, ageostrophic inflow (convergence) in the warm

sector. The frictionally-induced convergence acted to maintain the cross-front potential

temperature gradient, and counteracted the destruction of the frontal vorticity by turbu-

lent mixing. These results are potentially highly significant for the experiments conducted

in this thesis. Friction can induce convergence (and therefore divergence) within the

boundary-layer, which indicates that pollutants are also likely to be transported horizon-

tally within the boundary layer when frictional effects are included in experiments.

Hines and Mechoso (1993) investigated how the surface drag coefficient (surface

roughness) affects the structure and evolution of fronts, and showed that surface drag acts

to inhibit the formation of the warm fronts, whereas cold frontogenesis is not as sensitive

to surface drag. In cases of no drag, very strong shallow, bent-back warm fronts were

found to develop. Similar results are also presented by Rotunno et al. (1998) who in
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addition used Ekman pumping to explain the different effects of surface drag on warm

and cold fronts. Ekman-induced vertical motion, and hence cooling, was found to be

large in the warm frontal region (near the surface low centre) which prevented the warm

sector air moving northwards and forming a strong temperature gradient. In contrast,

the Ekman pumping velocity was much weaker in the cold frontal region and hence there

was limited effect on the intensity of the cold front. Although the physical mechanisms

and explanations as to why drag has a much greater impact on warm fronts than cold are

not fundamental to this thesis, the result is. It suggests that over rougher surfaces warm

fronts will be significantly weakened which indicates that they would have less potential

for boundary-layer ventilation. In contrast, as cold fronts are mainly unaffected by surface

roughness, the type of surface a cold front is located over should have little effect on the

amount of boundary-layer ventilation achieved.

1.4 Advantages of an idealised modelling approach

Before the details of the experiments conducted in this thesis are discussed, it is neces-

sary to justify the idealised modelling approach that has been taken. Firstly, it should be

noted that a wealth of knowledge in terms of the structure and development of mid-latitude

weather systems has been obtained by modelling idealised baroclinic life cycles; all of the

information presented in section 1.3 originates from such studies. This indicates that real-

istic systems can be modelled in an idealised framework and that this has been proven to

be a useful experimental technique. The second reason for selecting an idealised modelling

approach was that despite the large number of studies that have analysed boundary-layer

ventilation using a case-study approach (see section 1.2.5 for extensive examples), there

remains uncertainties as to which physical processes are important for ventilation, and

what dynamical variables control the amount of ventilation. Case studies, while clearly

more realistic than the idealised approach used here, are significantly more complicated

and are not reproducible. This means that interpreting results and relating results from

one case study to another is extremely challenging. Therefore, using an idealised approach

allows for highly controlled, generic and clean experiments.

The baroclinic life cycles that are simulated in this thesis all exclude moisture and,

except for the boundary-layer parameterisation, contain no physics. Dry life cycles have

been simulated by numerous authors (e.g. Simmons and Hoskins, 1978; Rotunno et al.,
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1998; Plant and Belcher, 2007) and have been shown to resemble mid-latitude weather

systems. The absence of moisture in the model means that tracer transport by moist

convection is not modelled. This has two consequences. Firstly, the amount of ventilation

estimated in these simulations can be thought of either as the amount of ventilation due to

dry processes alone or as a lower bound on the total amount of ventilation by all processes.

Secondly, the results of these dry simulations are simpler to interpret: there are no small-

scale features which would develop in moist simulations and hence transport by advective

processes can be clearly identified. Therefore, this approach of dry idealised life cycle

thus has significant advantages over both the case study and climate model approaches

previously used.

1.5 Remaining unanswered questions

From the large number of studies quoted in section 1.2.5 it is clear that mid-latitude

cyclones are capable of transporting pollutants large distance in the free troposphere.

However, it remains unclear as to which of the physical processes, namely, turbulent

mixing, convection or advection, is the dominant processes in ventilating pollutants out

of the boundary layer and into the free troposphere. This uncertainty stems from our

current inability to accurately quantify the efficiency of conveyor belt flows and convective

activity to transport pollution out of the boundary layer. A second reason why questions

remain unanswered in this field is that the majority of studies concentrate on modelling

pollution transport paths once in the free troposphere, rather than in both the boundary

layer and free troposphere. Those studies which have focused on pollution transport

in the free troposphere have generally used a Lagrangian approach and have calculated

back trajectories. This method provides a good understanding of transport paths in the

adiabatic free troposphere but cannot be applied in the boundary layer (Stohl et al., 2002).

For this reason transport paths on synoptic spatial and temporal scales have rarely been

studied within the boundary layer, for example Bethan et al. (1998) only calculated back

trajectories down to 850 mb. Also evident from the reviewed literature is that it is difficult

to predict the efficiency of a given cyclone at ventilating the boundary layer as it is not

known what the main constraints and controls on this are.
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1.6 Aims of this Thesis

From the introduction to the topic of boundary-layer ventilation provided here it is evi-

dent that to understand how pollutants are ventilated, and reliably quantify the amount of

boundary-layer ventilation by all processes documented in section 1.2 is a task of daunting

proportions. Therefore, this thesis will concentrate on two processes: turbulent mixing

and large-scale advection by synoptic-scale weather systems. These two processes will

be examined in unison so that the interaction between the large-scale dynamics and the

turbulent structure of the boundary layer is captured. Although large-scale dynamics

and boundary-layer mixing are to be considered together, they were selected for different

reasons. Transport and ventilation by turbulent mixing has received limited attention, at

least in the context of large-scale weather systems, and hence it is not well understood how

turbulent mixing acts on large scales or interacts with large-scale processes. On the other

hand, advection by synoptic systems has received significant attention. However, little

progress has been made on drawing results from the numerous case studies together to

provide a unified picture. Additional motivation for selecting this combination of trans-

port processes is that there are few studies that investigate boundary-layer ventilation

by considering the transport within the boundary layer prior to ventilation. Therefore,

the experiments conducted here are designed to allow pollutant transport paths to be

investigated from the surface source to the free troposphere. The first aim of this thesis

is to develop a conceptual model of boundary-layer structures generated by mid-latitude

weather systems. Within this aim a number of fundamental questions are addressed.

Firstly, what is a typical pattern of surface fluxes, boundary-layer depth and stability in

relation to mid-latitude weather features? Secondly, how do these properties evolve during

the development of mid-latitude weather systems? Thirdly, how does the boundary-layer

structure vary between different mid-latitude weather systems? Fourthly, which physical

processes lead to the exchange of mass between the boundary layer and free troposphere,

and finally, how does the exchange of mass vary spatially and as the weather systems

intensify?

The second aim of this thesis is to identify physical mechanisms associated with

synoptic-scale weather systems that redistribute pollutants within the boundary layer and

free troposphere. Additionally, the interactions between these different transport processes

are investigated. Again within this aim a number of specific questions will be addressed.

Firstly, which physical processes can act to transport pollutants within the boundary
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layer and free troposphere? Secondly, which regions of the boundary layer can pollutants

be ventilated out of, and how do these areas change during the evolution of the cyclone?

Thirdly, once pollutants are removed from the boundary layer, where are they transported

to, and what is the timescale for this transport? Finally, how do these results vary between

different cyclones?

The final aim of this thesis is to quantify the relative importance of different trans-

port processes and to determine what aspects of the atmosphere control the amount of

boundary-layer ventilation. Within this aim, a method for predicting the amount of venti-

lation given meteorological variables that are commonly found in large re-analysis datasets,

is developed.

The overall approach of this thesis is that of an idealised modelling study, in which

a variety of baroclinic life cycles are simulated using two global circulation models with

differing degrees of complexity. Details of both models are presented in Chapter 2 and

descriptions of the control life cycles are presented in Chapter 3. Chapter 4 shows how the

large-scale dynamics affect the boundary-layer structure during the simulation of idealised

baroclinic life cycles, and how air is exchanged between the boundary layer and free

troposphere. The processes that lead to the transport and ventilation of tracers are then

described in Chapter 5 and the controls on the efficiency of ventilation by different life

cycles is investigated in Chapter 6. Finally, in Chapter 7 a summary of the results in this

thesis is presented and are discussed in relation to previous studies and future applications.



CHAPTER TWO

Methods

2.1 Introduction

Baroclinic wave life cycle experiments, without moisture present, are used throughout

this thesis to investigate the role of mid-latitude cyclones on boundary-layer ventilation.

Idealised experiments have been conducted using two different numerical models: the

Reading Intermediate Global Circulation Model (IGCM) and the Met Office Unified Model

in idealised mode. The purpose of this Chapter is to describe both of these numerical

models. The IGCM is a hemispheric spectral model and is described in detail in section 2.2.

A boundary-layer parameterisation scheme is included in the IGCM, and this is described

in section 2.3. In contrast to the intermediate nature of the IGCM, the Unified Model is

a complex operational NWP model, which can be run at much higher resolution than the

IGCM, and contains more sophisticated parameterisation schemes. The idealised Unified

Model is described in section 2.5 and the boundary-layer parameterisation scheme applied

in the Unified Model is described in section 2.6. In both numerical models a passive tracer

is included to represent pollutants emitted at, or very near, the surface. The treatment of

tracers by the IGCM is discussed in section 2.4 and by the Unified Model in section 2.7.

Finally, diagnostics which are used throughout this thesis are introduced in section 2.8.

2.2 The Reading IGCM

Idealised baroclinic life cycles have been simulated with the Reading Intermediate Global

Circulation Model (IGCM). This is a simplified global circulation model based on the

21
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model of Hoskins and Simmons (1975) that solves the dry primitive equations on a sphere.

The IGCM has a pedigree for simulating life cycles, and has been used successfully in a

number of studies, (for example, Simmons and Hoskins, 1978; Thorncroft et al., 1993).

Variables in the horizontal are represented by a series of truncated spherical harmonics,

and in the vertical a sigma coordinate is used. Horizontal internal diffusion is applied

by the ∇6 operator with a decay rate of 4 h−1 for the shortest retained wavelength.

Initial simulations were conducted at a resolution of T42 L39, which corresponds to a

horizontal grid spacing of approximately 180 km in the mid-latitudes (50◦N). However,

higher resolution experiments have also been conducted to quantify the sensitivity of the

results to the numerical resolution. These higher resolution experiments were conducted

at T85 L39 (approximate grid spacing of 90 km in mid-latitudes) and all figures in this

thesis, except where explicitly noted, are from the T85 simulations. The vertical resolution

was selected to provide a well resolved boundary layer. This is required to capture key

boundary-layer features, such as the capping temperature inversion. Therefore, additional

vertical levels have been added to the 15 vertical levels used by Thorncroft et al. (1993)

and Simmons and Hoskins (1978). The new vertical resolution includes a stretched grid

beneath sigma level 0.568 (approximately 4.3 km), which improves the boundary-layer

level spacing to between 60 and 150 m for the 10 model levels below 1 km. Above this

sigma level, the vertical resolution is double that used by Thorncroft et al. (1993). The

heights of all of the new model levels are shown in Figure 2.1a, and the heights of the

lowest 14 model levels (those within the ’boundary layer’) are shown in Figure 2.1b.

2.3 The IGCM boundary-layer parameterisation scheme

A boundary-layer scheme is the only physical parameterisation scheme included in the

simulations performed using the IGCM and is vital for the re-distribution of tracers in

this study. The scheme is realistic for dry boundary layers and is based upon the param-

eterisation scheme used in the ECMWF forecast model (ECMWF Research Department,

1991). The parameterisation of the turbulent fluxes of momentum and heat was originally

added to the IGCM by Adamson (2001). However, for the purpose of this thesis a few

minor changes have been made to the original scheme. These changes were primarily

made to account for the significantly increased vertical resolution in the boundary-layer,

(in total Adamson (2001) had 19 model levels compared to the 39 used here) and to en-

sure that numerical stability is retained. The major difference between the boundary-layer
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Figure 2.1: Height of model levels (km). (a) All 39 model levels (b) Model levels within the nominal

boundary layer.

parameterisation used here and that of Adamson (2001) is that here turbulent fluxes of

passive tracers are also included, the implementation of which is discussed in more detail

in section 2.4.

The boundary-layer scheme uses bulk aerodynamic formulae to calculate fluxes of

momentum, heat and tracers at the lowest model level, which is assumed to lie within

the surface layer. Monin-Obukhov similarity theory is applied to include the effects of

stratification on these fluxes. The surface roughness is calculated using the Charnock

relation (Charnock, 1955). Above the surface layer turbulent fluxes are calculated using

a mixing length approach, where the eddy diffusivities of heat and momentum include a

stability dependence. Hence the boundary-layer scheme parameterises turbulence driven

by both shear and buoyancy (dry convection). The parameterisation of surface fluxes is

described first, followed by that of fluxes above the boundary layer.
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2.3.1 Surface-layer fluxes

At the lowest model level the turbulent fluxes of momentum ,τ , and heat, H, are calculated

using bulk aerodynamic formulae;

τ = ρ Cd |V| V, (2.1)

H = ρ cp Ch |V| (θs − θ1) , (2.2)

where Cd and Ch are the non-dimensional drag coefficients for momentum and heat re-

spectively. ρ is the density of air, cp is the specific heat at constant pressure, V, is the

horizontal wind, θ1 is the potential temperature at the lowest model level and θs is surface

temperature. In a neutrally stratified surface layer the drag coefficients for momentum

and heat are calculated using

Cd =



 κ

log
(

z
z0m

)




2

(2.3)

and

Ch =



 κ

ln
(

z
z0m

)
ln

(
z

z0h

)




2

, (2.4)

respectively, where κ is von Karman’s constant (taken to be 0.4), z is the height above

the surface, z0m is the surface roughness length for momentum and z0h is the roughness

length for heat. The surface roughness length is obtained by using the Charnock relation,

z0m = αc
u2
∗

g
, (2.5)

where αc is the Charnock coefficient taken to be 0.018, u∗ is the friction velocity and g

is the acceleration due to gravity. The maximum value allowed for the surface roughness

length is 1.15 × 10−5m and the surface roughness length for heat is assumed to equal

that of momentum (z0h = z0m). Limiting the maximum value of the surface roughness

length effectively allows the model user to define the type of surface that the baroclinic life
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cycle will develop over. The small limiting value used here means that an ocean surface

is effectively specified.

However, the surface layer is very rarely neutrally stratified; turbulent mixing by

wind shear is inhibited during stable conditions and convectively driven turbulence is en-

hanced during unstable conditions. Therefore, the strength of the turbulent fluxes of heat

and momentum are strongly determined by the stability of the surface layer. This effect is

incorporated into the calculated turbulent fluxes by applying Monin-Obukhov similarity

theory to the surface layer fluxes. Monin and Obukhov (1954) used dimensional analysis

to develop a theory to account for the effects of different stratification. They assumed

that the mean flow and turbulence depended only upon four variables: the height above

the surface, z, the friction velocity, u∗, the surface heat flux, H, and a buoyancy param-

eter, g/θ1. The only possible way to combine these variables to obtain a dimensionless

parameter is as z/L, where L is known as the Obukhov length and is given by

L = − u3
∗

κ g
θ1

H
ρcp

. (2.6)

Within the surface layer the effect of stratification on the dimensionless wind shear and

potential temperature gradients can be expressed by universal similarity functions of z/L:

κz

u∗

∂U

∂z
= F

( z

L

)
= φm

( z

L

)
(2.7)

and

κz

θ∗

∂θ

∂z
= F

( z

L

)
= φh

( z

L

)
, (2.8)

respectively. U and θ are the mean wind speed and potential temperature and θ∗ is a

temperature scale obtained in Monin-Obukhov stability analysis. The form of the stability

functions, φh and φm, which have been used here are those recommended by Arya (2001)

for ’most practical applications’. In stable conditions, defined as when (z/L) ≥ 0,

φh = φm =
(
1 + 5

z

L

)
, (2.9)

and in unstable conditions, defined as when (z/L) < 0,
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φh = φ2
m =

(
1 − 15

z

L

)
−

1
2
. (2.10)

Integrating equations 2.7 and 2.8 with respect to height between z0/L and z/L gives the

following velocity and temperature profiles;

U

u∗

=
1

κ

[
ln

(
z

z0m

)
− Ψm

( z

L

)]
(2.11)

and

θ − θ0

θ∗
=

1

κ

[
ln

(
z

z0h

)
− Ψh

( z

L

)]
. (2.12)

Ψm and Ψh are the integrated similarity functions for momentum and heat and are given

by

Ψh = Ψm = −5
z

L
(2.13)

in stable conditions and by

Ψh = 2 ln

[
1

2

(
1 + x2

)]
(2.14)

and

Ψm = ln

[
1

8

(
1 + x2

)
(1 + x)2

]
− 2 tan−1 x +

π

2
(2.15)

in unstable conditions, where

x =
(
1 − 15

z

L

)0.25
. (2.16)

By equating equation 2.1 with τ = ρ U∗

2, it is evident that Cd = u∗

2/U2. Substitu-

tion of this expression into equation 2.11 shows that the drag coefficient for momentum is

a function of the integrated universal stability functions and is given by

Cd =



 κ(
ln

(
z

z0m

)
− Ψm

(
z
L

))




2

. (2.17)

A similar argument exists for heat, which results in the drag coefficient for heat being

described by
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Ch =



 κ2

(
ln

(
z

z0m

)
− Ψm

(
z
L

)) (
ln

(
z

z0h

)
− Ψh

(
z
L

))



 . (2.18)

Typical magnitudes of the drag coefficient for momentum are of the order 6× 10−4, how-

ever maximum values can be as high as 1 × 10−2 in regions of strong winds and weak

stratification. The drag coefficient for heat has a smaller magnitude, with typical values

of 2 × 10−6, and maximum values of 3 × 10−5.

So far only the theoretical basis for the boundary layer scheme surface fluxes have

been presented. A description of how this is conducted numerically in the IGCM is now

presented.

Numerical recipe to calculate surface fluxes

1. Calculate the surface roughness length using the Charnock relation (equation 2.5)

assuming that the roughness length for heat and momentum are the same. Use the

value of the friction velocity obtained at the end of the previous timestep.

2. Estimate the drag coefficients, Cd and Ch, for heat and momentum assuming neutral

stratification (equations 2.3 and 2.4).

3. Perform an iteration to find the value of z/L.

(a) Specify first guesses for the likely maximum and minimum value of z/L which

are chosen based upon the sign of z/L. For unstable conditions (z/L)min = −50

and (z/L)max = −1 × 10−3. For stable conditions (z/L)min = 1 × 10−3 and

(z/L)max = 50.

(b) Using both the maximum and minimum values of z/L calculate a new maxi-

mum and minimum value of the drag coefficient for heat and momentum using

equations 2.17 and 2.18.

(c) Using the ’new’ maximum and minimum values for the drag coefficients calcu-

late new maximum and minimum values of z/L values using

z

L
=

R log(σ1) κ Ch (θs − θ1)

Cd
1.5 U3

1

(2.19)

where R is the gas constant for dry air, σ1 is the non-dimensional pressure at

the first model level, and U1 is the wind speed at the lowest model level. This
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expression for z/L is obtained by substituting equation 2.2 and τ = ρu2
∗

into

equation 2.6 to obtain

L =
−Cd

1.5U3

κ g
θ0

Ch(θs − θ1)
. (2.20)

This can then be substituted into z/L, and hydrostatic balance

ln

(
p

ps

)
=

gz

Rθ
, (2.21)

can be used to finally obtain equation 2.19. (Note that σ = p/ps).

(d) Test the new values of z/L. If the maximum value exceeds 1000 then the drag

coefficients are assumed to be very small and are both set to 1 × 10−8. If

∣∣(z/L)new
max − (z/L)old

max

∣∣ <
∣∣(z/L)new

min − (z/L)old
min

∣∣

then the value of (z/L)new
max is retained to be used again in the iterative pro-

cesses while the value of (z/L)new
min is replaced by 0.5×

(
(z/L)old

min + (z/L)old
max

)
.

However if

∣∣(z/L)new
max − (z/L)old

max

∣∣ >
∣∣(z/L)new

min − (z/L)old
min

∣∣

then the value of (z/L)new
min is retained to be used again in the iterative pro-

cesses and the value of (z/L)new
max is replaced by 0.5 ×

(
(z/L)old

min + (z/L)old
max

)
.

The relative error in the iteration is then calculated by dividing the difference

between the current and previous estimate of z/L by the difference between

the maximum and minimum values of z/L. If this is greater than the specified

threshold, set to be 5%, then the values of z/L are passed back through the

iteration until they do converge to within 5%.

4. With the final values of z/L calculate the Monin-Obukhov stability functions (equa-

tions 2.9 to 2.15)

5. Calculate stability dependent drag coefficients, Cd and Ch, using equations 2.17 and

2.18.

6. Calculate the surface fluxes of heat and momentum using bulk aerodynamic formulae

(equations 2.1 and 2.2).
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7. Calculate the value of the friction velocity using

u∗ =
√

CdU2 (2.22)

to be used at the beginning of the next timestep to calculate the surface roughness

length.

2.3.2 Outer-layer fluxes

Above the surface layer the scheme is based on the mixing length approach described by

Louis (1979). Fluxes of momentum and heat are calculated using

τ = ρKm
∂U

∂z
(2.23)

and

H = −ρcpKh
∂θ

∂z
, (2.24)

where

Km = l2m

∣∣∣∣
∂V

∂z

∣∣∣∣ fm(Ri) (2.25)

and

Kh = lmlh

∣∣∣∣
∂V

∂z

∣∣∣∣ fh(Ri). (2.26)

Ri is the gradient Richardson number given by

Ri =

g
θs

∂θ
∂z(

∂u
∂z

)2
+

(
∂v
∂z

)2 . (2.27)

The mixing length for heat, lh, is assumed equal to the mixing length for momentum, lm,

which is calculated using the method described by Blackadar (1962),

1

lm
=

1

κz
+

1

l0β
, (2.28)

where l0 = 150m. The factor β is introduced to ensure that large mixing lengths do not

occur at large heights (for example in the regions surrounding the mid-latitude zonal jet)
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and hence including the β-term also removes the need to define the top of the boundary

layer. With the β factor included the boundary-layer scheme can safely be applied over the

whole depth of the atmosphere and negligible fluxes will be calculated above the boundary

layer. β is calculated using the method used in the ECMWF forecast model (ECMWF

Research Department (1991));

β = β0 +
1 − β0

1 + (z/D)2
, (2.29)

where β0 = 0.2 and D = 4000 m. The variation of β, and the mixing length, lm, with

height is shown in Figure 2.2. It is evident that in the boundary layer β is large, and

therefore the second term on the right hand side of equation 2.28 is small. This implies

that in the boundary layer the mixing length mainly depends upon the distance from

the ground. Physically, this is because the size of turbulent eddies that mix heat and

momentum is limited by the distance from the surface. Above the boundary layer, β

asymptotes to 0.2, and since the height, z is large, the first term on the right hand side of

equation 2.28 becomes small. This means that far from the surface the amount of mixing

is no longer determined by the height above the surface, but is limited by the beta term,

and the mixing length tends towards a value of 30 m.

The function of the Richardson number in equations 2.25 and 2.26 represents the

dependence of the eddy diffusivities on the atmospheric stability and hence strongly de-

termines the amount of turbulent mixing within the boundary layer. The functions used

are based upon those described by Louis (1979). For stable conditions (Ri ≥ 0) they are

given by;

fm(Ri) =
1

1 + 10Ri(1 + Ri)−0.5
(2.30)

and

fh(Ri) =
1

1 + 10Ri(1 + Ri)0.5
, (2.31)

and for unstable conditions (Ri < 0) by

fm(Ri) = 1 − 10Ri

1 + 75
√
−Ri (lm/z)2 3−1.5

(2.32)
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Figure 2.2: (a) beta and (b) mixing length both as functions of height (km)

and

fh(Ri) = 1 − 15Ri

1 + 75
√
−Ri (lm/z)2 3−1.5

. (2.33)

The numerical treatment of the outer layer fluxes is much simpler, and also

significantly computationally cheaper, than the surface layer fluxes as no iterative scheme

is required. However for completeness a ’numerical recipe’ for the treatment of the outer

layer fluxes is also presented.

Numerical recipe for outer layer fluxes

1. Calculate vertical gradients of the horizontal wind speed components and potential

temperature using first order finite differences.

2. Define a value for the asymptotic length scale, l0 (150 m) and include a factor β to

prevent capping the boundary layer

3. Calculate the gradient Richardson number using equation 2.27
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4. Calculate the stability dependence using the calculated value of the gradient Richard-

son number substituted into equations 2.30 to 2.33.

5. Calculate eddy diffusivities for heat and momentum, Kh and Km, using equations

2.25 and 2.26.

6. Calculate the turbulent fluxes of momentum and heat using equations 2.23 and 2.24.

2.4 Inclusion and treatment of tracers in the IGCM

A tracer has been added to the IGCM simulations to represent pollution emitted within

the atmospheric surface layer. The passive tracer is initialised at the start of the simulation

with an arbitrary horizontally uniform concentration (1 kg kg−1) at the lowest model level,

σ = 0.996, which corresponds to an approximate height of 32 m. No sources or sinks of

tracer are present, and the tracer is acted upon by the model resolved wind components

(u, v and w) as well as the turbulent motion diagnosed by the boundary-layer scheme.

The horizontal advection of tracer occurs in wavenumber space so the derivatives that are

evaluated are much more accurate than they would have been in a grid-point model. The

vertical advection of tracer is by a total variation diminishing (TVD) scheme which uses

a van Leer limiter. This scheme is based on that presented by Thuburn (1993). Using

a TVD scheme eliminates any spurious oscillations in advected fields that would develop

near strong gradients (which are likely to develop across the boundary layer inversion) if

a second order centred finite difference approach was used. The tracer advection scheme

is not positive definite. However, the domain integrated mass of tracer is conserved to

within 1% of the total mass, and local concentrations only deviate outside of the initial

range by 5%. (As this is an initial value problem with respect to the tracer distribution,

tracer concentrations are expected to remain within the range of concentrations specified

in the initial conditions: 0 − 1kg kg−1.) These errors only occur when the boundary-layer

scheme acts upon the tracer which demonstrates that the large-scale tracer advection

conserves tracer well.

The turbulent fluxes of the tracer are calculated in a similar way to those of heat;

the drag coefficient (Ch) and eddy diffusivity (Kh) for heat are used. Therefore, within

the surface layer the tracer flux is calculated using
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Ftra = ρ Ch |U| C1, (2.34)

where C1 is the tracer concentration at the lowest model level. If there was a surface based

source included C1 would be replaced with C1−Csfc where Csfc is the surface concentration.

However, in all experiments, except when explicitly noted, Csfc = 0. Above the surface

layer the turbulent fluxes of the tracer are calculated by

Ftra = ρ Kh
∂C

∂z
, (2.35)

where the vertical gradient of the tracer concentration, C, is estimated using a first or-

der finite difference method. It is hypothesised, though not explicitly proven, that the

deviations in the local tracer concentrations out with the initial range occur due to this

numerical approximation.

Using a passive tracer as a proxy for pollutants in these experiments has clear advan-

tages and disadvantages over the obvious alternative: the use of a full chemical transport

model combined with emissions data. The passive tracer is computationally cheaper than

the chemistry transport model. Additionally, as there are no chemical sources or sinks

of the passive tracer the resulting tracer distribution after the passage of the life cycle is

only due to dynamical transport processes. Therefore, the passive tracer method provides

clearer results to identify transport processes and estimate the efficiency of mid-latitude

weather systems to ventilate the boundary layer. The disadvantage is that the uniform

source at the surface is un-realistic; in practice there would be significant horizontal varia-

tions in the low-level pollution concentrations. This would effect the amount of pollutants

removed from the boundary-layer. If the warm conveyor belt passed over a region with

little pollution the amount of ventilation would be much smaller than if the warm conveyor

belt passed over a region with high pollution concentrations.

2.5 Setup of the Idealised Met Office Unified Model

The Met Office Unified Model (U.M.) v6.1 is also used in an idealised configuration to

simulate numerous baroclinic life cycles, and is now described. The U.M. solves the full

primitive equations, is non-hydrostatic and is used operationally. The full dynamics and
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parameterisation schemes from the global operational model, as described by Davies et al.

(2005), are used in the idealised configuration. Previous studies which have used the

U.M. in an idealised configuration include Dacre and Gray (2006), who investigated the

development of shallow frontal waves, and Beare (2007) who considered boundary-layer

mechanisms in extratropical cyclones. Here, a channel model is set up, which is achieved

by specifying a rectangular domain with periodic east-west boundary conditions and fixed

north-south boundaries. To allow the domain to wrap round in this manner it is necessary

to use a cartesian coordinate system, instead of the standard spherical polar coordinates

that are used operationally (the only possible way to apply the spherical polar coordinates

in this idealised study would be to run the model over the whole globe, which is twelve

times more computationally expensive than the simulations performed here). The only

other difference in the numerical configuration of the idealised channel model compared

to the operational version of the U.M. is that a f-plane approximation is used rather

than f = 2Ω sin φ which is used operationally. In the idealised configuration, f = 1.03 ×
10−4s−1, which corresponds to a latitude of 45◦N, upon which the life cycles are centred.

The idealised model is run here without the radiation parameterisation scheme acting,

with no diurnal cycle, with no orography, and with no moisture present. The absence of

moisture is achieved by setting the initial moisture fields in the whole domain to zero and

forcing the surface latent heat fluxes to zero throughout the integration. The only physical

parameterisation that is applied is the standard U.M. boundary-layer scheme (Lock et al.,

2000) which is used in all simulations and is described in detail in section 2.6. This model

formulation (dynamics plus the boundary-layer parameterisation scheme) is the same that

was used in the IGCM simulations.

The simulations are performed using a 10 minute timestep and a horizontal reso-

lution of 0.4 degrees (approximately 44.5 km). The domain consists of 150 × 200 × 38

grid points in the x, y and z directions respectively, which results in a domain that is

60 degrees in longitude and 80 degrees in latitude. The domain size was chosen so that

when wavenumber six baroclinic life cycles are simulated any downstream development

will effectively develop on top of itself. Additionally, the longitudinal extent of the do-

main is the same that was used in the IGCM, and hence allows for easier comparisons

to be made. The 38 vertical levels are non-uniformly spaced, with the highest resolution

in the boundary layer (∼100 m) decreasing to ∼800 m in the upper troposphere. The

distribution of the model levels is shown in Figure 2.3; there are 10 levels below 2 km,
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Figure 2.3: Height of model levels in U.M. (km) (a) All 38 model levels. (b) Model levels within the

nominal boundary layer.

compared to 14 in the IGCM (Figure 2.1), however, the U.M. domain extends further into

the stratosphere and is better resolved in the upper troposphere.

2.6 The Unified Model boundary-layer parameterisation

scheme

The details of the boundary-layer parameterisation which is used in the U.M. are now

presented. Firstly, the parameterisation of the surface fluxes is considered and then the

turbulent fluxes above the surface layer are presented. The surface fluxes are represented

in a very similar manner to those in the IGCM. However, there are two significant differ-

ences in the parameterisation of the outer layer fluxes. Firstly, the U.M. scheme includes

non-local mixing in well-mixed boundary layers, and secondly, the U.M. has explicit en-

trainment. Both of these features are not included in the IGCM scheme. Additionally, the

U.M scheme distinguishes between different mixing regimes which exist in different types

of boundary layers and therefore applies different turbulent mixing parameterisations to

different types of boundary-layers. The U.M. has seven possible boundary layer types: sta-

ble boundary layer, boundary layer with stratocumulus over a stable near surface layer,
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well mixed boundary layer, unstable boundary layer with a layer of decoupled stratocumu-

lus, boundary layer with a decoupled stratocumulus layer over cumulus, cumulus capped

boundary layer and lastly a shear dominated unstable boundary layer. As the model is

run with no moisture here only three types of boundary layer can be diagnosed; stable,

well mixed and shear dominated unstable boundary layers.

2.6.1 Surface-layer fluxes

The general form of the surface layer fluxes of momentum and heat is the same as in the

IGCM, which is given by equations 2.1 and 2.2. However, the method that is applied

to calculate the bulk drag coefficients in the U.M. scheme differs slightly to that used in

the IGCM. The stability corrections to the neutral drag coefficients (equations 2.3 and

2.4) are calculated using Monin-Obukhov similarity theory but the form of these stability

corrections differs, especially in the case of stable boundary layers.

The first step in the U.M. scheme is to calculate the surface roughness length for

momentum, z0m, which is done using the Charnock relation, (equation 2.5), as was the

case in the IGCM. However, the Charnock coefficient, αc, is taken to be 0.011 in the U.M.

scheme compared to 0.018 in the IGCM. The next step is to specify a first guess for the

reciprocal of the Obukhov length, 1/L, which is required to estimate the Monin-Obukhov

stability functions. The first guess is different depending on whether the iteration begins

from the convective limit (taken when the surface temperature exceeds the lowest model

level temperature and when there is a wind shear of less than 2 m s−1 between the surface

and first model level) or from neutral values (all other conditions). The first guesses of

1/L in the convective limit is given by

1

L
=

−κ

µ3zh
, (2.36)

where µ is a ’tunable’ parameter which is taken to equal 0.08 and zh is the boundary-layer

depth. If the iteration begins from the neutral limit then 1/L = 0 is taken as the first

approximation to the Obukhov length. Using these values of the Obukhov length, the first

guess at the stability functions, φm and φh are calculated. In stable and neutral conditions

φm is estimated using
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φm = φm(n) +
[
ζm −

(z0m

L

)]
(2.37)

+ b

{[
ζm − c

d

]
exp (−dζm) −

[(z0m

L

)
− c

d

]
exp

(
−d

(z0m

L

))}
,

where b, c, and d are constants derived by Beljaars and Holtslag (1991) which have the

following values; b=2/3, c=5, d=0.35.

φm(n) = log

(
z + z0m

z0m

)
(2.38)

and

ζm =
z + z0m

z0m
. (2.39)

In a similar manner φh is estimated for stable and neutral conditions using

φh = φh(n) +

[
1 + bζm

]3
2

−
[
1 + b

(z0h

L

)] 3
2

(2.40)

+ b

{[
ζm − c

d

]
exp (−dζm)) −

[(z0h

L

)
− c

d

]
exp

(
−d

(z0h

L

))}
,

where

φh(n) = log

(
z + z0m

z0h

)
. (2.41)

In unstable conditions the stability functions, are more similar to those used in the IGCM

and are given by

φm = φm(n) − 2 log

(
1 + X

1 + X0

)
− log

(
1 + X2

1 + X2
0

)
+ 2

(
tan−1 X − tan−1 X0

)
(2.42)

where

X = (1 − 16ζm)0.25 (2.43)
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and

X0 =
(
1 − 16

(z0m

L

))0.25
. (2.44)

The similar expression for heat is given by

φh = φh(n) − 2 log

(
1 + Y

1 + Y0

)
(2.45)

where

Y = (1 − 16ζh)0.5 (2.46)

and

Y0 =
(
1 − 16

(z0h

L

))0.5
. (2.47)

ζh is given by

ζh =
z + z0m

z0h
. (2.48)

Once the stability functions are evaluated the drag coefficients are estimated using

Ch =
κ

φh
Vs (2.49)

and

Cd =
κ

φm
Vs, (2.50)

where Vs is a surface scaling velocity. In the case of the convective limit this is given by

Vs = µ

[
µ

κ

φh
zh(−∆b)

]0.5

, (2.51)

and by

Vs =
κ

φm
(V0 − V1) (2.52)
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in the neutral case. ∆b is the buoyancy difference (units of ms−2) between the surface and

the lowest model level, V1 is the wind speed at the lowest model level and V0 is the wind

speed at the surface.

After these first estimates of Cd and Ch have been obtained, an iteration is conducted

to obtain progressively better approximations. The number of iterations is limited to five.

The iterative procedure starts with the values of Cd and Ch obtained previously and

calculates more representative scaling velocities based upon these. In unstable cases the

new surface layer scaling velocity is calculated using

Vs =
(
u2
∗
+ µ2w2

s

)0.5
, (2.53)

where the surface turbulent convective scaling velocity, ws and the friction velocity, u∗ are

calculated using

ws = (zhCh∆b)1/3 (2.54)

and

u∗ = (Cd(V0 − V1))
0.5 . (2.55)

In stable and neutral cases the new surface layer scaling velocity is taken to equal the

friction velocity, Vs = u∗. These estimates of the scaling velocity are then used to calculate

new estimates of the Obukhov length,

1

L
=

κCh∆b

V 3
s

, (2.56)

which are then used to calculate new estimates of φm and φh (equations 2.38 and 2.41).

The new estimates of the stability functions are then applied to estimate the new drag

coefficients using equations 2.49 and 2.50. After the iteration is completed the values of

Cd and Ch are divided by (V0 − V1) to obtain the correct units (dimensionless).

2.6.2 Outer-layer fluxes

Above the surface layer the turbulent fluxes of momentum and heat are given by

τ = ρu′w′ + ρv′w′ (2.57)
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and

H = −ρCpw′θ′ (2.58)

where the covariance terms are all estimated using the same general form:

w′χ′ = −Kχ
∂χ

∂z
+ Kχ

surfγχ. (2.59)

w′ is the vertical velocity perturbation and Kχ is the eddy diffusivity relevant for the

variable χ (either u, v or θ). The second term on the right hand side of equation 2.59

is the non-local turbulent flux, which allows for mixing against the mean gradient of the

field. Kχ
surf is the non-local eddy diffusivity profile due to surface driven turbulence. This

term is only calculated for non-local mixing arising from surface driven turbulence and

only for potential temperature, not momentum. γχ is the gradient adjustment term as

described by Holtslag and Boville (1993) and is only calculated in unstable cases. γχ is

given by

γθ = min

[
Aga

σT1

zh
, Gmax

]
, (2.60)

where Aga = 3.26, σT1 = 1.93 w′θ′/wm and Gmax = 10−3 K m−1, where the mixed layer

value is used for wm (see equation 2.69).

Therefore, to estimate the fluxes, estimates of Kh, Km and Kχ
surf are required. The

methods used to calculate these variables differ depending on what type of boundary layer

has been diagnosed.

Stable boundary layers

In stable boundary layers the eddy diffusitivies are calculated using a local Richardson

number scheme. By definition, Kχ
surf = 0, and therefore equation 2.59 simplifies to

w′χ′ = −Kχ(Ri)
∂χ

∂z
. (2.61)

The Richardson number scheme includes a first order mixing length approximation,

as was the case in the IGCM boundary layer scheme. The eddy diffusivities for momentum,

Km(Ri), and heat, Kh(Ri), are given by equations 2.25 and 2.26. It should be noted
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that whereas lm = lh in the IGCM boundary-layer scheme, this is not the case in the

U.M. parameterisation. The method of calculating the mixing lengths is similar in both

boundary-layer parameterisation schemes. In the U.M.

lm =
κ (z + z0m)

1 + κ (z + z0m) /λm
(2.62)

and

lh =
κ (z + z0m)

1 + κ (z + z0m) /λh
(2.63)

compared to equation 2.28 in the IGCM. The only difference is in the second term of the

denominator; in the U.M. the asymptotic mixing lengths, λm and λh, are given by

λm = max (40, 15zh, 2hb) (2.64)

λh = max (40, 15zh) , (2.65)

where hb is the orographic blending height and zh is the boundary-layer height. The

Richardson number, Ri, is defined to include a contribution to buoyancy from moisture as

well as temperature, however as all experiments conducted here are dry, the Richardson

number is effectively the same as was used in the IGCM boundary-layer scheme (equation

2.27). The stability functions, fm(Ri) and fh(Ri) in stable conditions (Ri ≥ 0) have

different forms to those used in the IGCM boundary-layer parameterisation and are given

by:

fm(Ri) = fh(Ri) =
1

1 + 10Ri
. (2.66)

The stability functions for stable conditions are plotted in Figure 2.4 along with the

corresponding functions used in the IGCM (equations 2.30 and 2.31). The functions, and

therefore the amount of turbulent mixing, have very similar shapes, both with long tails

at high values of the Richardson number. The similarity in these functions suggests that

the tracer transport by turbulence above the surface layer in stable regions will be very

similar in the U.M. and the IGCM.
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Figure 2.4: Stability functions applied above the surface layer in stable conditions. Black: U.M. function

for heat and momentum, Red: IGCM function for heat, Blue: IGCM function for momentum.

Well-mixed boundary layers

In well mixed boundary layers the eddy diffusivities are calculated using a non-local

method. Hence the diffusivities do not depend on any local properties of the mean profile

at the given height, but on the magnitude of the turbulent forcing applied to the layer,

and the height within that layer. The non-local diffusivity due to surface based turbulence

is given by

Kχ
surf = kzhwm

z

zh

(
1 − ǫm

surf z

zh

)2

(2.67)

where k is von Karmens constant, w3
m = u3

∗
+ w3

s , z is the height of the model level, ǫm
surf

is a factor to ensure that Kχ
surf will tend to the entrainment eddy diffusivity when z tends

to zh. u∗ is the friction velocity and ws, which varies between the surface layer and the

mixed layer, is related to the convective scaling velocity, w∗ ( w3
∗

= zhw′b′s). In the surface

layer (z < 0.1zh)

w3
s = 2.5

z

zh
w3
∗
, (2.68)
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whereas in the well mixed outer layer

w3
s = 0.25w3

∗
. (2.69)

Shear-dominated unstable boundary layers

In all locations where well-mixed boundary layers have been identified Kχ
surf and Kχ(Ri)

are both calculated. Kχ(Ri) is calculated using equations 2.25 and 2.26, where the stability

functions for unstable boundary layers Ri < 0 are given by

fm(Ri) = 1 − 10Ri

1 + 2.5
(

˜lm
l̃h

)
|Ri|0.5

(2.70)

and

fh(Ri) = 1 − 10Ri

1 + 0.4
(

˜lm
l̃h

)
|Ri|0.5

, (2.71)

where ˜lm and l̃h are the mixing lengths at the lowest model level with a log profile correction

applied. The covariance terms in well mixed layers are then calculated using

w′χ′ = −max
[
(Ksurf

χ + KSc
χ ),Kχ(Ri)

] ∂χ

∂z
+ Ksurf

χ γχ. (2.72)

where KSc
χ is the non-local driven mixing from cloud top downwards (which in these dry

simulations will always be zero). If the eddy diffusivity calculated by local Richardson

number scheme, Kχ(Ri), is greater than the non-local eddy diffusivity, Ksurf
χ , then the

value calculated from the local scheme will be used. This will only occur in situations of

strong wind shear where it is possible that turbulent mixing in unstable layers may be

deeper than predicted from thermodynamic profiles alone. If this is the case the boundary

layer is determined to be a shear dominated well mixed layer.

2.7 Treatment of tracers in the U.M.

A passive tracer is included in the U.M. simulations and is acted upon by the large-scale

winds and turbulent motions as diagnosed by the boundary-layer scheme. A constant

source of tracer is included in all simulations and is located at the lowest model level. In
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the initial conditions the tracer concentration is set to zero throughout the whole domain.

Tracer is emitted uniformly across the domain at a rate of 1 × 10−4 kg m−2 s−1. The

tracer is advected by the standard semi-Lagrangian advection scheme that is used to

advect dynamical variables in the operational U.M.. Tracer mass is found to be conserved

during the integrations. This is partly due to the positive definite scheme that is applied

to prevent negative tracer concentrations from appearing. If negative values are calculated

a correction is applied to the tracer field (in the same way that a correction is applied to

the moisture field is negative values occur). This correction uses a weighted interpolation

method to remove tracer mass from grid points around the negative value and ’move’

this tracer mass to the grid point where the negative concentration was calculated, thus

removing the negative value.

2.8 Diagnostics

This section describes important diagnostics that are used throughout this thesis. Firstly,

a method for quantitatively diagnosing the boundary-layer depth from numerical model

output is described. Secondly, the approach used to quantify the stability of the boundary

layer is presented, and finally, a diagnostic which identifies the locations where conveyor

belt flows (either warm or cold) leave the boundary layer is presented.

2.8.1 Boundary-layer depth

To investigate boundary-layer ventilation it is important to have a clear definition of

boundary-layer depth, primarily to identify whether pollutants are within the boundary

layer or free troposphere. Additionally, the boundary-layer depth determines the height

to which pollutants can be lofted by turbulence alone. A qualitative description of the

boundary layer is that it is the part of the atmosphere that is influenced by the surface, and

hence characterised by turbulent flow. However, for the numerical experiments conducted

here it is necessary to objectively diagnose boundary-layer depth.

Previous studies have used a large range of definitions for boundary-layer depth. The

simplest option is to define the boundary-layer depth to be a constant value fixed in time

and space. This was the approach used by Polvani and Esler (2007), who in a study which

investigated the amount of mixing between different airmasses defined the boundary-layer

depth to be 1.5 km. This approach has clear disadvantages; the depth of the boundary
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layer is unrelated to both the turbulent structure of the boundary-layer and the large-scale

flow. Adamson (2001) used a slightly more complex method; the boundary-layer top was

defined to be the level where the momentum flux had decayed to 5% of its surface value.

The disadvantage of this method is that it does not account for the thermal structure of

the boundary layer. The next level of complexity is to use a parcel ascent method, where

the boundary-layer top is defined as where a parcel ascending from the surface reaches its

level of neutral buoyancy. This method is also often referred to as a critical Richardson

method, and is applied in the Met Office Unified Model (Lock et al., 2000) and in the

Lagrangian particle dispersion model, FLEXPART (Stohl et al., 2005), which is used in

numerous pollution transport studies (e.g. Trickl et al., 2003; Eckhardt et al., 2003; Stohl

et al., 2003a).

In this thesis a critical Richardson number / parcel ascent method is used in all

experiments to define the boundary-layer depth. This is done off-line and is based on

the method described by Troen and Mahrt (1986). The bulk Richardson number, Rib, is

calculated between the surface and subsequent higher levels in the model using

Rib(z) =

g
θs

(θ(z) − θs′)z

u(z)2 + v(z)2
, (2.73)

where z denotes the model level at which the Richardson number is evaluated, θ is potential

temperature and u and v are the horizontal velocity components. θs′ is an appropriate

temperature of air near the surface. θs′ is estimated using the method described by Troen

and Mahrt (1986);

θs′ = θ1 + b
(w′θ′)0

u∗

φm

, (2.74)

where (w′θ′)0 is the virtual surface heat flux and φm is the dimensionless vertical wind

gradient for unstable conditions given by equation 2.10. b is a dimensionless constant

taken to be 8.5 as in Holtslag and Boville (1993). The second term on the right hand side

of equation 2.74 represents a temperature excess which is a measure of the strength of dry

convective thermals in the boundary layer, and is only applied in unstable regions (defined

as where the surface heat flux is positive). This additional term allows the boundary-layer

depth to be diagnosed to be the level where surface based convective thermals reach their

level of neutral buoyancy. In stable conditions (negative heat flux) θs′ = θ1.
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Table 2.1: Summary of stability conditions

Heat Flux L h/L Stability

large +ve small −ve large −ve very unstable

large −ve small +ve large +ve very stable

0 infinity 0 neutral

Once bulk Richardson numbers are evaluated the boundary-layer depth is diagnosed

to be at the level where the bulk Richardson number exceeds a critical value taken to be

0.25. If this level lies between model levels a linear interpolation is performed between the

level where the Richardson number exceeds the critical value and the level below.

2.8.2 Boundary-layer bulk stability

As well as diagnosing boundary-layer depth it is necessary to develop a quantitative

method for measuring the stability of the boundary layer, as the stratification of the

boundary layer exerts a strong control on the degree of turbulent mixing. Therefore,

the bulk stability of the boundary layer is quantified by the ratio, h/L, where h is the

boundary-layer depth and L is the Obukhov length (calculated using equation 2.6). Neg-

ative values of h/L correspond to unstable boundary layers and positive values stably

stratified boundary layers. For neutral boundary layers, where the heat flux is close to

zero, L tends to either positive or negative infinity. For strongly stratified or well-mixed

boundary layers, the magnitude of L is small as the magnitude of the heat flux is large.

The boundary-layer stability implied by the sign and magnitude of the parameter h/L is

summarised in Table 2.1.

2.8.3 Conveyor belt location

A review of recent literature, as presented in Chapter 1, highlights the importance of con-

veyor belt flows for boundary-layer ventilation. Therefore, to understand how pollutants

are transported out of the boundary layer and through the free troposphere it is important

to be able to objectively identify conveyor belt flows. Recently there have been attempts to

objectively identify airflows within cyclones, primarily by using numerical model output.

Wernli and Davies (1997) used a Lagrangian approach to identify coherent ensembles of

trajectories defined as groups of air parcel trajectories that all met specific geometrical and
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physical criteria. Certain coherent ensembles of trajectories were shown to be reminiscent

of WCBs by Wernli (1997). A similar method was used by Eckhardt et al. (2004) in their

15 year climatology of WCBs. They identified a WCB if, during a period of two days, a

trajectory ascended at least 60% of the zonally and climatologically averaged tropopause

height and travelled north-eastwards. In a one year airstream climatology Stohl (2001)

set the criterion for a WCB to be ascent of 8000 m in 48 hours (independent of latitude)

whereas Kiley and Fuelberg (2006) chose an ascent criterion of 5000 m in 48 hours, com-

bined with increases in potential temperature and decreases in specific humidity. The

variation in the criteria used to identify WCBs shows the subjective nature of such clas-

sification schemes. These previous studies focused on the path WCBs take once in the

free troposphere, whereas in this thesis the emphasis is on identifying where the boundary

layer can be ventilated and hence, where the WCB leaves the boundary layer. Therefore,

rather than applying one of these pre-existing methods, a new objective diagnostic has

been developed to identify where any type of conveyor belt (warm or cold) leaves the

boundary layer.

The new diagnostic has been developed to locate where the majority, rather than

just the core of, the conveyor belt flow leaves the boundary layer. The diagnostic was

also developed to be as simple as possible using variables that are readily available in

climatological data sets such as ERA-40. To identify the region where the conveyor belts

leave the boundary layer, and hence the region of the boundary layer that is likely to be

ventilated, first it is necessary to define the boundary-layer depth. The vertical velocity

is then interpolated onto the surface identified as the boundary layer top. The footprint

area of a conveyor belt is defined to be the area inside the vertical velocity contour on

the boundary layer top that corresponds to the 95th percentile in the boundary layer top

vertical velocity dataset. This was found to be the 0.5 cm s−1 vertical velocity contour in

both IGCM life cycle experiments at T42 resolution, and the 0.65 cm s−1 vertical velocity

contour in both IGCM life cycle experiments at T85 resolution. This value is greater at

higher resolution as frontal ascent is better resolved, resulting in narrower but stronger

bands of ascent. This method can be applied in a variety of situations, e.g. different model

configurations or observations, but will result in a different vertical velocity contour being

selected. However, it should be noted that this new Eulerian method, as is the case with

the Lagrangian methods discussed above, contains a subjective element; the selection of

the percentile.



CHAPTER THREE

Description of idealised life cycles

3.1 Introduction

This Chapter describes the dynamical development of the idealised life cycles simulated in

both the Reading IGCM and the idealised U.M. The IGCM life cycles are discussed first

in section 3.2, and then the control life cycle in the U.M. is presented in section 3.3. A

comparison of the life cycles in the two different models is presented in section 3.4. The

dynamical description of the life cycles presented in this chapter, and the results in the

following chapters, focus on the growth and mature stages of the life cycles, not the decay

stage. This is for two reasons. Firstly, the majority of ventilation out of the boundary

layer is believed to occur when the system is developing, and secondly, the decay phase

of the baroclinic systems modelled here are not thought to be as realistic as the growth

stages.

3.2 Baroclinic life cycles in the IGCM

Two life cycles were examined by Thorncroft et al. (1993) in the IGCM, life cycle 1 (LC1)

and life cycle 2 (LC2), and are re-simulated here. The life cycles are initialised by adding

the fastest growing normal mode (normalised to have a pressure perturbation of 1 mb

with wavenumber 6) to a baroclinically unstable background state. The basic state differs

between LC1 and LC2. The basic state of LC1 is shown in Figure 3.1a and consists of a

zonally uniform mid-latitude jet, with a maximum wind speed of 47 m s−1 centred on the

tropopause at 43◦N. In the background state of LC2 (Figure 3.1b) there is an additional

48
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barotropic component added to the zonal wind; a 10 m s−1 westerly wind is applied at

20◦N, and a 10 m s−1 easterly is applied at 50◦N. This contributes a cyclonic shear to

the basic state. In both life cycles the initial conditions are in thermal wind balance,

therefore a meridional temperature gradient is present. The surface temperature is a

prescribed function of latitude. It is fixed throughout the integrations and is equal to the

temperature of the first model level at the initialisation time.

The characteristics of both baroclinic life cycles are now summarised. Figure 3.2

shows the domain averaged eddy kinetic energy for both LC1 and LC2 as a function

of time. LC1 is found to peak after eight days and then decay rapidly. In contrast

LC2 peaks later, after 11 days, but does not decay nearly as quickly as LC1. During

the first three days (early stages) of the integration both life cycles undergo a period

of linear baroclinic growth. Alternating high and low pressure dipoles develop along the

50◦N latitude circle. During days four to eight the systems experience nonlinear baroclinic

growth (as is evident by the increase in eddy kinetic energy in Figure 3.2) and the pressure

anomalies intensify. By day six (approaching the mature stage) the cyclones present in

both life cycle experiments resemble mature mid-latitude cyclones with warm and cold

frontal structures evident in the temperature and pressure patterns (Figure 3.3 - note that

this figure and all subsequent figures that show horizontal cross sections of variables in the

x-y plane show twice the modelled domain: 120o of longitude, rather than the east-west

extent of the domain which is only 60o). By day nine LC1 has undergone barotropic decay,

the baroclinicity has been destroyed in mid-latitudes, and the remaining pressure pattern

resembles a decaying wave. In contrast, LC2 is continuing to wrap up cyclonically, and

strong pressure gradients remain in mid-latitudes.

The synoptic and frontal evolution differs between LC1 and LC2. Figure 3.3a shows

that in LC1 the anticyclones move equatorward while the cyclones migrate polewards and

become zonally confined. By day six of LC1 (Figure 3.4a) there are strong temperature

gradients present to the north of the low centre, ahead of the warm sector, which form

a strong bent back warm front. There is also a cold front of similar intensity to the

south. The cold front is extensive, starting from 55◦N and then extending south-westward,

resembling a typical trailing cold front. Additionally, there is a pronounced pressure

trough associated with the cold front and a much weaker one associated with the warm

front (Figure 3.3a). By day eight (Figure 3.4c) the meridional extent of the cold front

has increased further, and the temperature gradient associated with the cold front has



CHAPTER 3: Description of idealised life cycles 50

Figure 3.1: Initial background state for (a) LC1 and (b) LC2. Black contours show potential temperature

(K) and red contours the zonal component of the wind speed (ms−1).
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Figure 3.2: Domain averaged eddy kinetic energy for LC1 (Black) and LC2 (Red).

intensified. However, the warm front has shortened and changed little in intensity allowing

the cold front to dominate the later stages of LC1.

In contrast, Figure 3.3b shows that the synoptic systems in LC2 show little merid-

ional displacement, but the resulting cyclone is broader and is more prominent than the

anticyclone. The surface temperature and pressure waves tilt more north-west south-east

than in LC1, due to the additional cyclonic shear. Figure 3.4b shows that after six days

of LC2 there are very strong temperature gradients to the north-east of the low pressure

centre which forms a strong warm front. There is little evidence of a cold front in LC2 at

this stage. By day eight (Figure 3.4d) it is apparent that the warm front in LC2 remains

significantly stronger than the cold front. The fronts, unlike in LC1, continue to exist for

the next 2 days as the cyclone continues to expand.

Figure 1 of Thorncroft et al. (1993), which is reproduced here as Figure 3.5, shows a

generalised overview of motion on an isentropic surface in a typical mid-latitude cyclone.

Four airstreams, two descending (A and B) and two ascending (C and D), are identified.

The airstreams either have anticyclonic (A and D) or cyclonic (B and C) curvature as-

sociated with them. Cyclones can be classified by the partitioning of flow between the
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Figure 3.3: Surface pressure (black contours, contour interval 4 mb) and potential temperature (colours)

at 1 km after six days of (a) LC1 and (b) LC2. Solid black contours show pressure less than 1000 mb and

dashed contours pressure greater than 1000 mb. The 1000 mb contour is omitted for clarity.

Figure 3.4: Potential temperature at 32 m after (a) day six of LC1 (b) day six of LC2 (c) day eight of

LC1 and (d) day eight of LC2. Contours are drawn every 2.5 K.
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Figure 3.5: Figure 1 of Thorncroft et. al. (1993) : A schematic of isentropic relative flow within

a baroclinic wave. Solid arrows represent flow along a sloping isentropic surface. Branches A and B

represent the descending dry intrusion, whereas branches C and D represent the ascending warm conveyor

belt. The surface pressure pattern is also indicated.

cyclonic and anticyclonic branches. This can be visualised by considering the potential

temperature contours on the dynamical tropopause, defined as the surface where potential

vorticity, PV , equals 2PVU (1PVU = 1 × 10−6 m2 s−1 K kg−1). Figure 3.6a shows that

after six days LC1 has a slight cyclonic nature but by days eight and ten (Figures 3.6c

and 3.6e) anticyclonic wave breaking dominates LC1. In contrast, LC2 is dominated by

cyclonic wave breaking throughout the life cycle (Figures 3.6b, 3.6d and 3.6f).

3.3 Description of the U.M. control life cycle

The control baroclinic life cycle that is simulated using the U.M. is now discussed. This

life cycle was designed to be as close as possible to LC1 in the IGCM in terms of the large-

scale dynamics and evolution. The control U.M. life cycle is initialised using a different

method to that used in the IGCM; the method that Polvani and Esler (2007) used to

simulate a replica of LC1 in a spectral model is adopted. The basic state for the control

U.M. life cycle consists of a zonal wind profile that is a function of latitude (φ) and height

(z);

u(φ, z) = U0 F (φ)

[
z

zt
exp

(
−((z/zt)

2 − 1)

2

)]
. (3.1)
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Figure 3.6: Potential temperature on the PV=2 PVU surface (a) day six of LC1 (b) day six of LC2, (c)

day eight of LC1 (d) day eight of LC2, (e) day ten of LC1 and (f) day ten of LC2. Contours are drawn

every 5 K. Lowest contour is the 300 K isentrope.
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Figure 3.7: Initial background state for the control baroclinic life cycle simulated in the U.M. Black lines

show potential temperature and red lines the zonal component of the wind speed.

Uo is the maximum strength of the upper level jet, taken to be 45ms−1, and zt is the

tropopause height, taken to be 13 km. F (φ) is a latitudinal dependence given by

F (φ) = [sin(π(sin φ)2)]3. (3.2)

The resulting zonal jet is shown in Figure 3.7. Many similarities can be seen with the

initial zonal jet used to simulate LC1 in the IGCM. When Figure 3.7 is compared with

Figure 3.1a it can be seen that the height of the jet is similar in both experiments (13 km),

and the surface temperature gradient is a similar strength (40 K between 30oN and 60oN).

The only noticeable difference that can be seen is that the jet in the IGCM experiments

tilts slightly equatorward with height, whereas the jet in the U.M. experiments is vertically

orientated.

During the initialisation of the U.M. life cycle the meridional wind component is

set to zero and a reference potential temperature profile, shown in Figure 3.8, is defined.

Within this reference profile a number of layers can be specified with different vertical

temperature gradients (stratifications). In all experiments two layers are specified, one

which is representative of the troposphere, and the other, the stratosphere. In the control

experiment the lowest layer has a constant lapse rate of 0.004 K m−1 that extends from
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Figure 3.8: Reference tropospheric potential temperature profile used in U.M. simulations.

the surface to 13 km. The second layer, above 13 km, has a stronger stratification; the

lapse rate is 0.016 K m−1. The initial three-dimensional potential temperature field is

calculated using thermal wind balance and the prescribed wind fields. To ensure that the

boundary-layer stability is perfectly neutral in the centre of the domain (x=75, y=100) at

the beginning of the simulation a correction (corr) is applied over the whole domain to

force the potential temperature at the lowest model level to equal the reference potential

temperature at the lowest model level (θref (1));

corr = θref (1) − θ(75, 100, 1) (3.3)

θcorr(i, j, k) = θ(i, j, k) + corr (3.4)

where θcorr(i, j, k) is the corrected potential temperature. The surface temperatures are

set equal to the corrected lowest model level temperatures, θcorr(i, j, 0), and are then held

constant throughout the simulations, as was the case in the IGCM. A balanced pressure

field is found by integrating hydrostatic balance given the corrected potential temperature

distribution.

To generate the development of baroclinic life cycles on this baroclinically unstable

jet an initial perturbation is required. A small temperature perturbation T ′, which is

independent of height, is added to the temperature field and is given by
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T ′(λ, φ) = T̂ cos(mλ)[sech(m(φ − φ̂))], (3.5)

where m is the zonal wavenumber, taken to be 6 in all experiments, λ is longitude and

φ̂ is the latitude that the jet is centred upon (45oN in the control experiment). T̂ is the

maximum temperature perturbation, which equals 1 K in all experiments.

A description of the large-scale dynamics of the resulting life cycle is now presented.

Figures 3.9a and 3.9b show the surface pressure pattern after eight and twelve days re-

spectively. By day eight features resembling typical cyclones and anticyclones are evident;

the minimum pressure in the centre of the cyclone is 970 mb and the maximum pressure in

the anticyclone is 1014 mb. However, at this stage there is little meridional displacement

of the cyclones and anticyclones and from the pressure contours alone no fronts can be

identified. When the near surface potential temperature distribution after eight days is

considered (Figure 3.9c), a warm front to the north of the low centre and a weak cold

front to the south-west of the low centre can be identified. The intensity of these fronts

is confirmed when the vorticity at 1 km (Figure 3.9e) is considered. Cyclonic vorticity is

observed in the region of the warm front; however at this stage (day eight), there is no

evidence of a cold front in the vorticity field. After a further four days of development the

system has reached its mature stage; the minimum pressure is now 966 mb. The surface

pressure is shown in Figure 3.9b and shows that the low centre has moved poleward; it

is now located at 55oN compared to 50oN four days previously. Additionally, there is

now a pressure trough evident on the western edge of the warm sector which marks the

location of the cold front. Figures 3.9d and 3.9f show that by day twelve the cold front

has intensified considerably and now has a large meridional extent, reaching from 30oN to

55oN. Also evident is that the vorticity associated with the warm front to the east of the

low centre is small implying that there is limited ascent associated with the warm front.

However, there are high values of vorticity located to the west of the low centre which is

related to the portion of the warm front that has been bent backwards around the low

centre by the strong easterly winds. This part of the front is refered to as a bent-back

warm front (Shapiro and Keyser, 1990).

Figures 3.9g and 3.9h show the potential temperature on the dynamical tropopause,

the PV = 2 PVU surface. The lower values of potential temperature indicate where the

tropopause is lower, and hence where there are large-scale descending motions. Consider-
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ing the potential temperature on the tropopause allows for the type of wave-breaking to

be identified. The mature stages of LC1 in the IGCM was dominated by anticyclonic wave

breaking whereas LC2 was dominated by cyclonic wave breaking (Figure 3.6). The control

simulation in the U.M. is found to wrap up in a cyclonic manner; there is no evidence of

anticyclonic wave breaking at either day eight (Figure 3.9g) or day twelve (Figure 3.9h),

but neither do strong cyclonic vortices develop as was found in LC2 in the IGCM. This

discrepancy between LC1 in the IGCM and the control U.M. life cycle will be discussed

further in section 3.4

3.4 Differences between LC1 in the IGCM and the control

U.M. cyclone

Three main differences are found to exist between LC1 in the IGCM and the control life

cycle in the U.M.. The first is that the U.M. control cyclone develops at a slower rate

than LC1, and is less intense than LC1, secondly the U.M. control cyclone exhibits much

more cyclonic behaviour than LC1 does, and thirdly the U.M. control cyclone experiences

less meridional displacement than LC1.

The difference in the intensity between LC1 and the U.M. control cyclone can be

seen by comparing Figures 3.2 and 3.10. LC1 is more intense which is due to the smoother

surface, and hence weaker frictional damping, in the IGCM compared to U.M. However,

the difference in intensity between the two life cycles is not as large as suggested by

these plots; the domain is larger in the U.M. experiments than in the IGCM experiments

(a consequence of the different geometry), and hence the domain averaged eddy kinetic

energy will always be less in the U.M. experiments even if identical life cycles are simulated.

To account for the remaining differences between LC1 and the U.M. control cyclone

it is necessary to consider the geometrical differences between the IGCM and the idealised

U.M.. Two main differences exist, firstly the IGCM uses full spherical geometry while

cartesian geometry is used in the U.M. and secondly, whereas the IGCM assumes a β-

plane, an f-plane approximation is used in the U.M.. Previous studies (e.g Nakamura,

1993; Balasubramanian and Garner, 1997) have shown that these two factors can cause

differences in the dynamical development of baroclinic life cycles. Balasubramanian and

Garner (1997) investigated the effects of geometry on life cycle simulations and found

that a life cycle simulated using spherical geometry reached its maximum intensity two
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Figure 3.9: Surface pressure (contours) and potential temperature at 1 km (colours shaded) after (a) 8

days, (b) 12 days. Pressure contours are drawn every 4 mb with the 1000 mb contour omitted. Solid black

contours show values less than 1000 mb and dashed contours values greater than 1000 mb. (c) Potential

temperature (contour interval 2 K) at 980 m after 8 days and (d) 12 days. (e) Vorticity at 1 km after 8

days and (f) 12 days. (g) Potential temperature on the PV=2 PVU surface after 8 days and (h) 12 days.
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Figure 3.10: Domain averaged eddy kinetic energy for the control U.M. cyclone.

days before a life cycle simulated using cartesian geometry. The peak in the eddy kinetic

energy of LC1 in the IGCM occurs after 8 days (Figure 3.2), whereas the peak in the U.M.

control cyclone is after 11.5 days (Figure 3.10). This lag of three and a half days is greater

than found by Balasubramanian and Garner (1997). It is thought that this is because the

initial perturbation to the basic state differs between the IGCM and U.M. experiments; in

the IGCM the fastest growing normal mode was carefully calculated, whereas it is likely

that the perturbation used in the U.M. (equation 3.5) is not the fastest growing mode and

hence initially develops more slowly. The more cyclonic nature of the cyclone in the U.M.

control cyclone can also be explained by the differences in geometry; Snyder et al. (1991)

found baroclinic waves in cartesian models to have a bias towards developing North-West to

South-East tilts and cyclonic wave breaking. Similar results are also presented by Rotunno

et al. (1994) and Nakamura (1993), while Hollingsworth et al. (1976) showed that with

spherical geometry anticyclonic wave breaking is more likely to occur than cyclonic wave

breaking. However, when Figures 3.9g and 3.9h are compared with Figures 3.6b, 3.6d, and

3.6e it is clear that although the control U.M. cyclone is dominated by cyclonic behaviour

and the frontal structures are resemblant of LC2, LC2 wraps up much more cyclonically,

forming cut off vortices, than the U.M. control cyclone does. This is a consequence of the

f-plane approximation used in the idealised U.M.; there is no reservoir of high potential

vorticity air near the pole for the cyclone to feed off as there is in the IGCM β-plane
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simulations. The difference in the degree of meridional displacement observed between

LC1 in the IGCM and the control U.M. cyclone again is a consequence of the differing

geometries; in the case of cartesian geometry Balasubramanian and Garner (1997) have

shown the eddy momentum fluxes to be shifted equatorward compared to the spherical

geometry case. This means that while the zonal jet, and hence the perturbation, was

displaced polewards in the spherical geometry case, the zonal jet in the cartesian case did

not experience the same degree of meridional displacement.

Finally, it is noted that instead of replicating LC1 in the U.M. as intended, a life

cycle which has more in common the baroclinic waves simulated by Wernli et al. (1998)

has been modelled using the U.M.. Wernli et al. (1998) also used a model with cartesian

geometry and an f-plane approximation and found three archetypal life cycles to exist

which did not exactly match with the LC1/LC2 life cycles simulated in spherical models.

This demonstrates that although the control U.M. life cycle does not directly resemble

LC1 or LC2, it is a realistic and dynamically understood baroclinic system.

3.5 Summary

The dynamical characteristics of the baroclinic life cycles simulated in the IGCM and

the U.M. have been presented. LC1 and LC2 were shown to differ considerably from each

other, despite the small difference in the initial conditions, but both were found to resemble

typical mid-latitude weather systems. Although this has been demonstrated previously

for LC1 and LC2, (Simmons and Hoskins, 1978; Thorncroft et al., 1993), these studies did

not include a complex boundary-layer parameterisation.

The control life cycle in the U.M. is unique to this study and therefore it has been

shown that realistic life cycles can be simulated in the idealised U.M. The U.M. life cycle

was designed to replicate LC1, but some notable differences were found to exist between

LC1 and the control U.M. cyclone. However, the differences have largely been explained

by the differing geometrical aspects of the two models. While it would have been ideal

to simulate life cycles in the U.M. with a β-plane, rather than an f-plane approximation,

technical difficulties prevented this from occuring.



CHAPTER FOUR

Synoptic controls on

boundary-layer structure

4.1 Introduction

This Chapter describes in detail the boundary-layer structures that develop beneath the

LC1 and LC2 baroclinic waves in the IGCM simulations, and identifies regions of the

boundary-layer that can either lose or gain air from the free troposphere. The motivation

for this is described in section 4.2 before the boundary-layer structures are described in

section 4.3. Section 4.4 examines terms of a mass budget equation, which is derived

in section 4.4.1, to develop an understanding of the physical processes responsible for

transporting air between the boundary layer and free troposphere and vice-versa.

4.2 Motivation

The atmospheric boundary layer is an important part of the atmosphere. It controls how

the surface modifies air masses, moderates how much energy is available to the tropo-

sphere, and is where the vast majority of pollutants are emitted. The characteristics of

the boundary layer vary considerably in time and in space and the structure of the bound-

ary layer plays an important role in determining how pollutants are transported at low

levels. Previous work on boundary-layer structure has often concentrated on the evolution

of the boundary layer on small temporal and spatial scales. As a result, conceptual models

of boundary-layer structure driven by the diurnal cycle and changes in surface type (ru-

62
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Figure 4.1: Surface heat flux (colours, W m−2) and surface pressure (black contours, m b) from the

UK Met Office Unified Model analysis (North-Atlantic European domain, 12 km horizontal resolution) at

12:00 UTC 19th January 2007. Coastlines are marked for reference.

ral, urban, ocean, land) exist (e.g Lowry, 1967; Oke and East, 1971; Carson, 1973). Also

known is that the boundary layer can be driven on much larger scales and that synoptic-

scale weather systems can lead to spatial and temporal variations of the boundary-layer

structure. This is evident in analysis charts from operational forecast models. Figure 4.1

shows the surface heat flux from the operational U.K. Met Office Unified Model at midday

on the 19th January 2007. The surface pressure in Figure 4.1 shows a mature low pressure

located to the north-west of the U.K with a cold front located between 40oN and 50oN. A

region of high pressure is located in the mid-Atlantic. It is evident that the spatial distri-

bution of the surface heat flux is correlated with these synoptic features; a clear change

in sign in the heat flux is evident across the cold front. However, no conceptual model of

boundary-layer structure at these synoptic scales currently exists.

Current observations of variations in boundary-layer structure due to the passage of

synoptic systems are somewhat inadequate due to logistical and technical challenges. Ob-

servational campaigns such as the Storm Transfer and Response Experiment (STREX)

(Fleagle and Nuss, 1985; Bond and Fleagle, 1988), Joint Air Sea Interaction Project

(JASIN) (Pollard et al., 1983; Businger and Charnock, 1983) and Genesis of Atlantic Lows

Experiment (GALE) (Holt and Raman, 1990) have provided some in-situ observations of

boundary-layer structure across synoptic scales. However, often these observations consist
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of a relatively small number of point measurements that are almost always confined to

within the atmospheric surface layer, and hence do not describe the vertical structure of

the boundary layer. Additionally, the majority of synoptic-scale field campaigns in the

mid-latitudes have a strong bias to studying cyclones; very limited investigations have been

conducted into the spatial and temporal variations in boundary-layer structure beneath

anticyclones in the mid-latitudes.

Remote sensing of boundary-layer properties on large horizontal scales has been

attempted, but currently only the surface momentum flux, which can be inferred from

scatterometer data over oceans (Chelton et al., 1990), is well observed. Surface sensible

heat fluxes, boundary-layer depths and boundary-layer stabilities are not easily obtained

remotely across synoptic spatial scales. Climatologies of such variables have been con-

structed (e.g. Woodruff et al., 1998; Chou et al., 2003) from combinations of in-situ,

re-analysis, and satellite data, but variations on synoptic temporal scales are then aver-

aged out. Therefore, it is not yet clear from observations alone i) how the boundary-layer

structure changes as the synoptic systems develop, ii) what is the vertical structure of

the boundary layer at different locations within the synoptic systems, and iii) what are

the ranges of the magnitudes and the spatial distribution of fluxes that are typical of

mid-latitude weather systems. These three points are addressed in this thesis in Section

4.3.

In addition, there is limited knowledge as to how the boundary layer and free tropo-

sphere interact during the passage of synoptic systems. Previous studies have shown the

effect that a boundary layer has on the development of fronts and cyclones (e.g Keyser and

Anthes, 1982; Neiman et al., 1990; Adamson et al., 2006; Plant and Belcher, 2007), but it

is not clear how air is exchanged between the boundary layer and free troposphere. The

rate at which boundary-layer air is either lost to, or gained from, the free troposphere de-

termines the mass of air within the boundary layer. This has important consequences for

air pollution studies and for the modification of air masses. The rate at which boundary-

layer air is lost to the free troposphere determines how rapidly pollutants can be removed

from the boundary layer. Additionally, pollutants emitted within the boundary layer are

known to become trapped within the boundary layer by capping temperature inversions.

Therefore, as pollutants disperse within the boundary layer the concentration may change

significantly due to changes in the depth of the boundary layer even when the mass of

the pollutants remains constant. Therefore, the volume of air within the boundary layer
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provides an important control of pollution concentrations. The volume of air within the

boundary layer also dictates the proportion of the atmosphere that is in direct contact

with the underlying surface and hence can be directly modified by surface fluxes and fric-

tional effects. The boundary layer regulates the energy budget of the whole atmosphere;

solar radiation, the atmosphere’s main energy source, is absorbed at the surface and then

transferred through the boundary layer to the free troposphere. Additionally, typically

50% of the atmosphere’s kinetic energy is dissipated within the boundary layer (Stull,

1988). Therefore, the amount of mass within the boundary layer has a large impact on

the energy budget of the whole atmosphere.

Given the importance to boundary-layer ventilation, the rate of change of boundary-

layer mass in different regions of synoptic-scale systems is investigated in Section 4.4 by

analysing terms of a mass budget equation.

4.3 Boundary-Layer Structure

The boundary-layer structure which evolves during LC1 is now described in detail. It is

shown that the spatial variation of the boundary-layer structure is strongly coupled to the

large-scale dynamical structure of the idealised baroclinic system which was described in

Section 3.2.

4.3.1 Surface Fluxes

Throughout the life cycle the heat flux is determined primarily by low-level thermal ad-

vection. Figure 4.2a shows the sea surface temperature and the near surface wind vectors

for LC1. To the west of the low centre and on the eastern edges of the high pressure region

there are north-westerly winds bringing cooler air south over warmer surfaces. In the warm

sector, ahead of the cold front, southerly winds are advecting warm air northwards over

cooler surfaces. Figure 4.2c shows the surface heat flux after five days of synoptic develop-

ment. The largest positive (upwards) heat fluxes are found to exceed 30 W m−2 and are

located on the eastern edges of the anticyclone, where there is strong cold-air advection.

Positive heat fluxes are also found to the south of the anticyclone centre. This spatial

pattern occurs due to the clockwise circulation of air at low levels in the anticyclone. The

wind vectors in Figure 4.2a show that typically an air parcel will travel southwards around

the eastern edge of the anticyclone before travelling westwards along the southern part of
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Figure 4.2: LC1: Panels (a) and (b) show the sea surface temperature (colours) and the wind vectors at

32 m after five and seven days respectively. Wind vector scale is representative of wind vectors at 45
o

N.

Panels (c) and (d) show the surface heat flux (colours) and surface pressure (contours) after five and seven

days.

the anticyclone. The magnitude of the heat flux decreases along this trajectory (to the

western edge of the anticyclone) as air parcels slowly regain thermal equilibrium with the

underlying surface. In cyclonic regions the surface heat flux is negative (downwards) but

small in magnitude. The warm sector of the cyclone has the strongest negative heat fluxes

as well as the strongest warm-air advection. After five days of the system’s evolution, the

minimum heat flux is found to be −4 W m−2 and is located in the warm sector between

50oN and 55oN. The centre of the cyclone is found to have very small negative values of

surface heat flux, with a magnitude less than 1 W m−2. This is a response to air becoming

trapped in the convergent low pressure centre, and the limited meridional displacement of

the low pressure centre.

After a further two days of development (Figure 4.2d) the region of maximum pos-

itive heat flux remains on the eastern edge of the anticyclone but has moved southwards

and the magnitude has more than doubled; the largest heat flux is now 84 W m−2. In the

warm sector the area of negative heat flux has increased to extend between 45oN and 60oN
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in the warm sector, and the minimum observed heat flux is −6 W m−2. This amplification

in the magnitude of the surface heat flux is due to larger pressure gradients and stronger

winds (Figure 4.2b), which lead to stronger cold and warm air advection. This maximises

the temperature difference, and hence the heat flux, between the surface and the overlying

air.

The momentum flux is calculated using equation 2.1 and is proportional to the wind

speed squared. Hence, it is expected that the largest values of surface momentum flux

will be found in regions of strongest wind speeds. After 7 days of development the largest

values of the surface momentum flux, typically 0.8 N m−2, are found to the west of the low

pressure centre, and to the south of the bent-back warm front (Figure 4.3). In this region

there are strong winds and also a well-mixed potential temperature profile. The values of

the surface momentum flux are found to be larger in the southern and eastern regions of

the anticyclone than in the warm sector of the cyclone. This is due to very stably-stratified

air in the warm sector severely limiting the amount of vertical momentum transfer which

is able to occur, despite the presence of moderate winds (typical speeds of 12 m s−1). In

contrast, in the anticyclone there are light winds (typically 4 m s−1) but as the boundary

layer is well-mixed the stratification does not inhibit vertical transport of momentum.

Calm conditions in the centre of the anticyclone mean that surface momentum flux is at a

minimum here. This is a similar spatial pattern to that observed 48 hours previously (not

shown). As was found with the heat fluxes, the magnitudes of the surface momentum flux

increase with time, again due to the stronger winds and the increased destabilisation of

the anticyclonic region.

4.3.2 Boundary-layer depth and stability

The boundary-layer depth after 5 days of development of LC1 (not shown) is found to

strongly resemble the spatial pattern of the surface heat flux (Figure 4.2c). The deepest

boundary layers, of up to 2 km, are found behind the cold front and in the southern and

eastern regions of the anticyclone. This pattern is still evident two days later (Figure 4.4);

the depth of the boundary layer increases as the life cycle reaches its mature stages, in the

same manner as the heat flux does. By day 7 the maximum boundary-layer depth exceeds

3 km. Since at both days 5 and 7 there is a strong correlation between the boundary-layer

depth and surface heat flux in the anticyclonic region, it is clear that here the boundary

layer is buoyancy driven. However, at all times the boundary layer in the warm sector
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Figure 4.3: Surface momentum flux after seven days of the LC1 life cycle. Thin black lines indicate

surface pressure (mb).

is observed to be shallower, at typically 800 m, than in the anticyclonic region. Outwith

the anticyclonic regions two additional local maxima in boundary-layer depth are evident;

one in the warm sector close behind the warm front, and a second on the poleward edge

of the low centre. In these two regions strong low-level winds cause the boundary layer to

be dominated by shear-driven turbulence.

Figure 4.4b shows that large horizontal gradients in boundary-layer depth are found

to exist across the cold front. Behind the cold front the boundary layer has a depth of

∼2.5 km whereas immediately ahead of the cold front this is reduced to around 0.5 km.

This illustrates the considerable localised horizontal variability in the depth of the bound-

ary layer, directly related to the presence of synoptic weather systems. This, combined

with the relatively constant spatial patterns of boundary-layer structure in time relative

to the synoptic features, demonstrates that the boundary layer is strongly coupled to, and

its structure is largely determined by the, large-scale dynamics.

The stability of the boundary layer can be qualitatively investigated by considering

vertical profiles of potential temperature taken during the mature stage (7 days) of LC1.

Three such profiles have been selected from different parts of the synoptic systems, which

are marked by black diamonds on Figure 4.4a. Figure 4.5a shows the potential temperature

profile in the warm sector of the LC1 cyclone. This shows a stable profile, with the

strongest potential temperature gradients near the surface, and no temperature inversion.
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Figure 4.4: (a) Boundary-layer depth (colours) after seven days of LC1. Black contours indicate surface

pressure (mb). (b) Vertical cross section along 47oN (marked by the bold line in (a)) showing potential

temperature (thin black contours) contour interval 2.5 K, and boundary-layer depth (heavy dashed line).

The surface cold front (blue line with triangles) is located at 18oE. CBL identifies the location of convective

boundary layers, NBL, neutral boundary layers, and SBL, stable boundary layers.
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Figure 4.5: Vertical profiles of potential temperature after 7 days of LC1 taken along the cross section

shown in Figure 4.4b. Specific locations are shown by diamonds in Figure 4.4a. (a) warm sector (21oE,

47oN) (b) anticyclonic region (45oE, 47oN) c) eastern edge of anticyclone (57oE, 47oN). Heavy dashed line

marks the diagnosed boundary-layer depth.

The depth of the boundary layer is not clear from Figure 4.5a but is diagnosed to be

596 m. The vertical profile of potential temperature found in the centre of the anticyclone

is shown in Figure 4.5b. This shows a well-mixed layer up to 800 m, above which a

subsidence inversion is present. At this point the boundary-layer depth was diagnosed to

be 940 m. Figure 4.5c shows the vertical profile of potential temperature on the eastern

edge of the anticyclone. This shows an unstable potential temperature profile, initially with

a decrease in potential temperature with height near the surface and then a well mixed

layer to 1.8 km. The diagnosed boundary-layer depth was found to be 2497 m, which

appears to be higher than the temperature inversion. However, as the boundary-layer

depth is defined to be where surface based thermals reach their level of neutral buoyancy

(section 2.8.1) it is likely that the boundary-layer depth will be diagnosed slightly above

the inversion in this case, because the surface is warmer than the mixed layer.

The bulk stability of the boundary layer is quantified by the ratio of the boundary-

layer depth, h, to the Monin-Obukhov length, L. The sign of this ratio is determined by the
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Figure 4.6: Bulk stability (h/L) after seven days of LC1. Black contours show surface pressure (mb).

sign of the Obukhov length; negative values represent unstable regions and positive values

stable regions. Figure 4.6 shows the pattern of h/L after 7 days. The largest negative

values of -40 are found in the centre of the anticyclone. This location of the extreme values

differs from the distributions of surface heat flux and boundary-layer depth, which is due

to the very light winds in the centre of the anticyclone forcing the Obukhov length to be

very small, and hence the bulk stability to be large. In the region of maximum heat flux,

surface winds and hence the friction velocity are larger. This means negative values of -25

are found in this region. The largest positive values of 45 are found to identify the warm

sector of the cyclone well.

Unlike the surface heat flux, surface momentum flux and boundary-layer depth the

bulk stability was not found to increase in magnitude during the life cycle, but was found

to be reasonably constant. This occurs as both h and L increase at similar rates. The

spatial pattern of the bulk stability in relation to synoptic features was also found to be

constant with time.

4.3.3 Comparison of boundary-layer structure in LC1 and LC2

Figure 4.7a shows the surface heat flux for the contrasting synoptic system, LC2, after

7 days of development. The spatial pattern of the heat fluxes, in relation to the surface

fronts, is similar to that seen in LC1. The largest positive heat fluxes are found on
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Figure 4.7: (a) Surface heat flux (b) and surface momentum flux after seven days of LC2. Black contours

show surface pressure (mb).
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the leading edge of the anticyclone. However, the magnitudes and areal extent of the

positive heat fluxes are less in LC2 than those found in LC1. This arises as the meridional

displacement of the cyclone and anticyclone, and hence the strength of thermal advection,

is less in LC2 than in LC1. This results in smaller differences between the sea surface

temperatures and the low level temperatures. Figure 4.7b shows the surface momentum

fluxes for LC2. When this is compared to Figure 4.3 some similarities can be seen. The

largest values still occur in the cold air on the rearward side of the low pressure centre.

However, LC2 has slightly elevated values of momentum flux ahead of the warm front

which were not observed in LC1. This is explained by considering the differences in the

stability of the boundary layer between LC1 and LC2. It can be seen by comparing

Figures 4.6 and 4.8b (which show the bulk stability for LC1 and LC2 respectively) that

the warm sector in LC2 is considerably less stably stratified than in LC1. Additionally,

unlike in LC1, there are very small values of momentum flux in the anticyclonic region of

LC2. This is due to the combination of weaker winds in the anticyclonic region of LC2

and a less unstable stratification. Boundary-layer depth for LC2 is shown in Figure 4.8a

and can be compared to the boundary-layer depths found in LC1 (Figure 4.4a). Similar

spatial patterns in relation to the synoptic features are found in both life cycles, however

the convective boundary-layer depth in the anticyclonic region is less in LC2 than in LC1.

These differences in the structure of the boundary layer arise from the different degrees

of meridional displacement that LC1 and LC2 experience, and hence different amounts of

low-level thermal advection.

4.4 Boundary layer mass budget

A description of the boundary-layer structure beneath intensifying cyclone and anticy-

clones has been presented. However, only a qualitative discussion has been presented on

the physical mechanisms which act to induce the observed changes in boundary-layer struc-

ture with time. To quantify how the boundary-layer structure is altered by the passage of

synoptic systems, and to identify locations within mid-latitude synoptic systems where air

is exchanged between the boundary layer and free troposphere, changes in boundary-layer

mass are now examined.
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Figure 4.8: (a) Boundary-layer depth (b) and bulk stability (h/L) after seven days of LC2. Black contours

show surface pressure (mb).
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Figure 4.9: The volume over which the rate of change of mass is calculated. This represents a column of

the boundary layer. Blue arrows represent the fluxes across the five surfaces (S1 to S5).

4.4.1 Derivation of the mass budget equation

In this section an equation for the rate of change of boundary-layer mass, per unit area,

will be developed. Total mass, M , within a specified volume, V , is given by

M =

∫

V
ρ dV. (4.1)

The volume that is of interest here is a column of the boundary layer, given by V = δx δy h.

δx and δy, are the horizontal dimensions of the model grid boxes and h is the depth of

the boundary layer. This volume is schematically shown in Figure 4.9. The mass within

this volume can change as the boundary-layer depth increases or decreases with time, or

as the density, ρ, within the boundary-layer column changes.

The rate of change of mass within this volume is related to the flux of mass through the

surfaces, S, of the volume by

d

dt

∫

V
ρ dV = −

∫

S
ρ u .dS, (4.2)

and therefore the change of mass can be calculated by evaluating the right hand side of

equation 4.2. dS can be split into five surfaces, the four lateral edges and the top of the

boundary layer, and therefore S = S1 + S2 + S3 + S4 + S5. (Note that there a 6th surface
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to this volume; the bottom. However, there are no fluxes of mass across this surface due

to the boundary condition, w(z=0)=0). The fluxes across these surfaces, as shown by the

light blue arrows in Figure 4.9, can then be calculated separately. Starting with the lateral

edges of this volume the fluxes over these surfaces are given by

∫

S1

ρu.dS1 +

∫

S3

ρu.dS3 = −
∫ h

0
ρ(x)u(x)dzδy +

∫ h+δhx

0
ρ(x + δx)u(x + δx)dzδy

=

[
d

dx

∫ h

0
ρudz

]
δx δy

=
d

dx
(ρ̂u) δx δy (4.3)

and

∫

S2

ρu.dS2 +

∫

S4

ρu.dS4 = −
∫ h

0
ρ(y)v(y)dzδx +

∫ h+δhy

0
ρ(y + δy)v(y + δy)dzδx

=

[
d

dy

∫ h

0
ρvdz

]
δx δy

=
d

dy
(ρ̂v) δx δy , (4.4)

where a ̂ represents a quantity integrated over the depth of the boundary layer. The

fluxes over the edges of the volume (equations 4.3 and 4.4) can be combined to give

∫

S1

ρu.dS1 +

∫

S3

ρu.dS3 +

∫

S2

ρu.dS2 +

∫

S4

ρu.dS4 = D̂ δx δy, (4.5)

where D̂ is the boundary-layer integrated mass divergence given by

D̂ =
d

dx
(ρ̂u) +

d

dy
(ρ̂v). (4.6)

Next, the flux of mass across the boundary-layer top must be calculated. There are two

caveats to this. The first is that, unlike the other surfaces, the boundary-layer top moves

up and down with time, and therefore the wind components relative to this movement,

urel = (u, v,w− ∂h
∂t ), should be used rather than the total wind component. Secondly, the
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top of the boundary layer slopes in both the x and y directions, as indicated in Figure 4.9,

and hence the area of this surface, S5, is given by

S5 = δSx δSy

=

√

1 +

(
∂h

∂x

)2

δx

√

1 +

(
∂h

∂y

)2

δy. (4.7)

Therefore, the flux of mass across the top of the boundary layer is given by

∫

S5

ρu.dS5 = ρh (urel.n)h S5 (4.8)

where ρh is the density on the boundary-layer top and n is the unit normal vector per-

pendicular to the top surface, S5, given by

n =
1√

1 + (∂h/∂x)2 + (∂h/∂y)2

[
−∂h

∂x
− ∂h

∂y
+ 1

]
. (4.9)

The horizontal gradients of boundary-layer depth are known to be much less than unity,

and therefore the square of these terms are very small and thus are neglected in both

equation 4.7 and 4.9. Hence, the area of surface S5 is given by δxδy and the unit normal

by

n =

[
−∂h

∂x
− ∂h

∂y
+ 1

]
. (4.10)

Both of these expressions, and urel, can be substituted into equation 4.8 to give

∫

S5

ρu.dS5 = ρh

[
(u.n)h − ∂h

∂t

]
δx δy. (4.11)

Neglecting the (∂h/∂x)2 and (∂h/∂y)2 terms results in a fourth-order, and hence very

good, approximation. (This can be shown by performing a Taylor expansion on these

terms.) The approximation is fourth order as the horizontal gradient terms appear in two

places; both in the numerator and the denominator of equation 4.8.

By definition the entrainment velocity, we, is given by

we =
∂h

∂t
− (u.n)h , (4.12)
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which allows equation 4.8 to be re-written as

∫

S5

ρ u.dS5 = − [ρhwe] δx δy. (4.13)

Combining the fluxes across all five surface (equations 4.5 and 4.13) and substituting into

the right hand side of equation 4.2 gives

−
∫

S
ρ u. dS = −

[
D̂ − ρhwe

]
δx δy =

[
ρhwe − D̂

]
δx δy. (4.14)

The left hand side of equation 4.2 can also be re-written:

d

dt

∫

V
ρ dV =

d

dt

∫ h

0
ρ dz δx δy =

d

dt
ρ̂ δx δy (4.15)

where ρ̂ is the depth-integrated density given by

ρ̂ =

∫ h

0
ρ dz. (4.16)

Once equations 4.14 and 4.15 are equated, and all terms are divided by the grid box area,

∂x ∂y, the rate of change of boundary-layer mass, per unit area, can be concisely written

as

d

dt
(ρ̂) = ρhwe − D̂. (4.17)

This demonstrates that mass accumulates due to convergence within the boundary layer

and entrainment of new mass across the boundary-layer top.

4.4.2 Mass budget results

The spatial distributions of all components of the mass budget equation have been calcu-

lated and are now presented. In addition, the total rate of change of boundary-layer mass

has been calculated from the sum of the individual terms on the right hand side of equation

4.17 and is shown in Figure 4.10a. The greatest increases in boundary-layer mass occur

behind the cold front, whereas the largest decreases in boundary-layer mass are found on

the eastern side of the anticyclone. The total rate of change of boundary-layer mass is
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also estimated directly from the model output. To evaluate the left hand side of equation

4.17, a first order, forward-in-time approximation to the derivative was used with a 30

minute time step. The results from this direct estimation are shown in Figure 4.10b and

agree well with the results shown in Figure 4.10a. The only location where the budget

does not balance well is on the poleward edge of the low pressure system. In the direct

model output there is little change in boundary-layer mass in this location, but when the

sum of all terms are considered (Figure 4.10a) there is a dipole structure here. This dipole

is artificial and arises from the Eulerian, instantaneous in time, calculation of the diver-

gence term. Due to the easterly winds in this location, which are a maximum in between

the dipole, the boundary-layer appears to lose mass to the north-east to the low pressure

centre and gain mass to the north-west. In practice, these changes in boundary-layer mass

are cancelled out by the eastward propagation of the life cycle.

To develop a clear physical understanding of how mass is transported through the

boundary-layer it has been necessary to consider both components of the entrainment

term in equation 4.17;

ρhwe = ρh
∂h

∂t
− ρh (u.n)h . (4.18)

The first term on the right hand side will be referred to as the change in boundary-

layer depth and the second as the advective term. The divergence, D̂, and the advective

terms will now be considered. The change in boundary-layer mass due to convergence

(negative divergence) is shown in Figure 4.11a. The greatest loss of mass occurs in the

anticyclone, where the boundary-layer winds are divergent and hence transport mass hor-

izontally within the boundary layer towards the convergent cyclonic system. There is a

gain of mass in the warm sector as a result of this expulsion of mass from the anticyclonic

region.

The advection term is shown in Figure 4.11b. The boundary layer gains mass from

the free troposphere in the anticyclonic region. The maximum gain is not observed in the

centre of the anticyclone, but is co-located with the deepest boundary layers. A second,

smaller region where the boundary layer gains mass from the troposphere due to advection

is observed to occur behind the cold front, directly to the south of the low pressure centre.

This is due to strong descent associated with the dry intrusion. Figure 4.11b also shows

that mass is lost from the boundary layer to the free troposphere ahead of the cold front in
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Figure 4.10: Total rate of change of boundary-layer mass for LC1 after 7 days calculated from (a) the

sum of the individual terms on the right hand side of Equation 4.17 and (b) directly from model output.

Black contours show surface pressure (mb).
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Figure 4.11: Rate of change of boundary-layer mass for LC1 after 7 days due to (a) convergence within

the boundary layer and (b) large-scale advection. Black contours show surface pressure (mb). The thick

black line in (b) shows the location of the vertical cross section shown in Figure 4.12.
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Figure 4.12: Vertical cross section of vertical velocity (colours), potential temperature (black contours,

contour interval 1 K) and boundary-layer depth (thick dashed line) at 55oE - the thick black line in Figure

4.11b

the warm sector. This is where synoptically-driven ascent occurs and is where the warm

conveyor belt originates (Browning, 1985). By comparing Figures 4.11a and 4.11b it is

evident that the change in boundary-layer mass due to the large-scale advection strongly

resembles, but is opposite in sign to, the change in boundary-layer mass due to convergence.

This implies that these two terms describe a cycling of mass from the troposphere into

the boundary layer beneath the anticyclones, horizontally through the boundary layer to

the region beneath the warm sector and then back to the free troposphere by the warm

conveyor belt.

Having described the large-scale transport of mass through the boundary layer and

free troposphere the physical processes acting in three specific regions will now be dis-

cussed. The three areas of interest are the anticyclone, the warm sector and the cold

frontal region.

Anticyclone

To the east of the anticyclonic centre there are deep boundary layers and strong positive

heat fluxes. There is also divergence within the boundary layer due to Ekman processes

which causes a decrease in boundary-layer mass. Associated with this divergence is large-

scale descent (Figure 4.12); near 40oN, where the boundary layer is deep, there is descent
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Figure 4.13: Rate of change of boundary-layer mass for LC1 after 7 days due to local changes in boundary-

layer depth. Black contours show surface pressure (mb).

exceeding 2 cm s−1 on the top of the boundary layer. This demonstrates that there are

two competing factors which are acting to determine the boundary-layer depth in the

anticyclonic region. The subsidence acts to advect the potential temperature contours

downwards, which consequently reduces the depth of the boundary layer. This is evident

in Figure 4.13, which shows the change in mass due to local changes in boundary-layer

depth. However, at the same time the large positive heat fluxes (Figure 4.2) are acting to

increase the depth of the boundary layer by entrainment (Figure 4.14). Transport of mass

from the troposphere to the boundary layer can occur in this region due to the absence

of strong temperature inversions (which was shown in Figure 4.4c). Additionally, Figure

4.12 also shows that the descent penetrates over a kilometre into the boundary layer and

that in this region of strong subsidence the isentropes are found to make a large angle with

the diagnosed boundary-layer top. As above the boundary layer, and in the absence of

diabatic processes, air parcels will travel along surfaces of constant potential temperature,

this suggests that there will be considerable transport from the free troposphere into the

boundary layer in this area.

Therefore the net result is a small absolute change in boundary-layer depth but

a considerable flux of mass from the troposphere into the boundary layer occurs in this

region, which is almost balanced by the divergent flux of mass out of the anticyclone.
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Figure 4.14: Rate of change of boundary-layer mass for LC1 after 7 days due to entrainment. Black

contours show surface pressure (mb).

Warm sector

The boundary layer in the warm sector of the cyclone gains mass due to convergence

and therefore by large-scale mass conservation loses mass by large-scale advection, as

was shown in Figure 4.11. The loss due to advection is greater than the gain due to

convergence, especially in the southern part of the warm sector. The boundary layer in

this region is stably stratified and does not change significantly in height, (i.e. ∂h/∂t is

small but slightly negative as shown in Figure 4.13). Therefore, the most important term

in the budget equation is the advection term, which is one component of the entrainment

term. When Figure 4.11b (advection) is compared to Figure 4.14 (entrainment) the values

in the warm sector are similar, emphasising that the advective term, which causes a loss of

boundary-layer mass, is the dominant term in the warm sector. The total rate of change of

boundary-layer mass (Figure 4.10) confirms that the warm sector is a region where mass

can be efficiently transported from the boundary layer to the free troposphere.

Cold front

Behind the cold front the cold air mass moves south over much warmer surfaces which

leads to very strong positive heat fluxes. These heat fluxes lead to a rapid increase in

boundary-layer depth behind the cold front(Figure 4.13), which allows large amounts
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of tropospheric mass to be transported into the boundary layer. Immediately behind

the front there is little change of boundary-layer mass due to the advective component

(Figure 4.11b). Therefore this differs significantly from the anticyclonic region in which

∂h/∂t was small and the advective component was large. Therefore the passage of the

cold front introduces significant amounts of tropospheric air into the boundary layer due

to entrainment (Figure 4.14), which more accurately can be described as encroachment,

since the warming due to the large surface heat fluxes is directly responsible for the growth

of the boundary layer immediately behind the cold front.

4.5 Conclusions

The boundary layers that developed beneath two characteristic life cycles, LC1 and LC2,

have been considered in detail. It has been shown that synoptic systems strongly influence

the structure of the boundary layer that develops beneath them. However, the differences

in the spatial patterns of boundary-layer parameters, in relation to the synoptic features,

were found to be small between LC1 and LC2. The magnitudes of the surface fluxes, bulk

stability and boundary-layer depths were found to vary slightly between LC1 and LC2,

due to the different degrees of meridional displacement that the cyclones and anticyclones

in the different life cycles experienced. The warm sectors of the cyclones in both life cycles

were found to have shallow, shear-driven boundary layers. Here, heat fluxes were small

and negative, which is consistent with the stable bulk stratification of the boundary layer

observed in the warm sectors. In the eastern flanks of the anticyclone in both LC1 and

LC2 deep convective boundary layers were present. Heat fluxes in these regions were large

and positive. In the central and southern parts of the anticyclonic regions, the boundary

layer was unstably stratified, but the magnitude of the surface heat fluxes was smaller than

on the eastern edge of the anticyclone. As the synoptic systems intensify, the magnitude

of the surface fluxes of both momentum and heat increase. This causes the boundary layer

to be deeper in unstable regions in the later stages of the simulations. Additionally, the

boundary-layer depth increases in stable regions as the cyclone reaches maturity, due to

increased wind speeds causing greater shear-driven turbulent mixing. It was found that

the synoptically-driven boundary layers are controlled by thermal advection. The strength

of the thermal advection is determined by the initial North-South temperature gradient

(the strength of baroclinicity) and the meridional displacement of air parcels by the high

and low pressure systems. The processes that determine the structure of the boundary
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Figure 4.15: Decision tree that determines the type of boundary layer given different synoptic conditions

layer are represented in a flow diagram in Figure 4.15. This demonstrates that four types

of conceptual boundary-layer structure occur due to synoptic forcing. To establish the

general characteristics of a synoptically-forced boundary layer only knowledge about the

low-level thermal advection and wind speeds is required.

It has also been shown that frontal features cause the greatest horizontal variations

in the boundary-layer structure. The largest horizontal gradients in both the surface heat

flux and boundary-layer depth were found to occur across the cold front. This occurs

because the cold front represents a boundary between cold-air advection and warm-air

advection. The results from evaluating the boundary-layer mass budget emphasise the

importance of the cold front. The passage of the cold front leads to large amounts of

tropospheric air being transported into the boundary layer by entrainment. This is shown

schematically in Figure 4.16; the large heat fluxes cause the boundary layer to deepen

by encroachment. The mass budget also demonstrated that air is cycled between the

troposphere and boundary layer on large spatial scales, with limited net gain of mass

in the boundary layer. It was shown that mass is transported into the boundary layer

by large-scale subsidence in the anticyclonic region, especially the eastern edges. Once
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Figure 4.16: Schematic diagram showing the net gain of mass into the boundary layer by the passage of

a cold front (blue lines). Dashed line represents the boundary layer top. Flow is from left to right. Red

arrows represent the surface heat flux.
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Figure 4.17: Schematic diagram showing the exchange of mass between the boundary layer and free

troposphere. H indicates the location of the anticyclone and L the location of cyclone. Solid black arrows

show the path air follows as it is cycled through the boundary layer. Dashed line represents the boundary

layer top.

within the boundary layer beneath the anticyclone, mass is then transported through

the boundary layer towards the convergent cyclonic regions. This low level transport,

which involves no exchange with the troposphere, occurs due to divergent and convergent

motions that are induced by a combination of the large-scale vertical motion and frictional

turning of the winds near the surface (Ekman dynamics). Once mass is transported to

the boundary layer beneath the cyclone’s warm sector it can then be returned to the free

troposphere by large-scale ascent in the warm conveyor belt. This is shown schematically

in Figure 4.17.

This is an idealised study and hence, to isolate the effect synoptic-scale weather

systems have on the boundary-layer structure, not all processes that can act to alter the
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structure of the boundary layer were included. No diurnal cycle is included in these simu-

lations, which over land is an important control on the boundary layer. As the majority of

cyclones develop over oceans, where diurnal variations of the boundary layer are small, it

is thought that the results obtained here are representative of reality. To ensure that this

is the case, a brief comparison has been made between the magnitudes of the surface fluxes

obtained here and observations. Good agreement on both the magnitudes and the spatial

patterns is found. Persson et al. (2005) reported surface heat fluxes of ∼ 100 W m−2

behind a cold front and −10 W m−2 in the warm sector of a cyclone while Bond and

Fleagle (1988) reported a mean surface heat flux values of −4 W m−2 in the warm sector

and 76 W m−2 behind the cold front. Additionally, when the surface heat fluxes obtained

in these idealised simulations (Figures 4.2 and 4.7a) are compared to heat fluxes from

the operational Met Office Unified Model (Figure 4.1), a state of the art, complex general

circulation model, good agreement is found, especially on the spatial variation that occurs.

This implies that during winter over oceans the diurnal forcing of the boundary layer is of

secondary importance compared to the synoptic forcing. This is further emphasised when

the heat fluxes found on the eastern edge of the anticyclone in Figure 4.1, which have

a typical magnitude of 200 W m−2, are compared to the heat fluxes over Spain, which

typically are less than 100 W m−2.



CHAPTER FIVE

Boundary-layer ventilation

processes

5.1 Introduction

The purpose of this chapter is threefold. The first aim of this chapter is to identify the

physical processes that lead to the transport of tracers within the boundary layer and free

troposphere during the idealised simulations of LC1 and LC2 in the IGCM. Transport

confined to within the boundary layer will first be investigated. Previous studies (e.g.

Agust́ı-Panareda et al., 2005; Dacre et al., 2007) have indicated that turbulent mixing in-

creases the overall efficiency of boundary-layer ventilation, and therefore, it appears likely

that turbulent mixing is an important transport process within the boundary layer. Sec-

ondly, as studies which have considered how surface friction affects frontal structures (e.g.

Keyser and Anthes, 1982) have shown that surface friction can induce considerable hori-

zontal convergence and divergence at low levels, horizontal transport within the boundary

layer is investigated. The conveyor belt structures that develop in both life cycles are

examined and the tracer transport within these airstreams is reported. The second ques-

tion addressed in this chapter is how do different transport processes interact with each

other? The third and final aim is to identify the regions of the boundary layer that tracer

is efficiently ventilated out of during the passage of a frontal cyclone. These three aims

are addressed by an in depth analysis of the tracer distributions that are found to develop

during the evolution of LC1 and LC2. The reader is reminded that a passive tracer has

been included in all experiments. The tracer has an uniform concentration at the lowest

89
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Figure 5.1: Maximum diagnosed boundary-layer depth (solid line) for LC1 and the mean boundary-layer

depth in the region identified as the conveyor belt footprint (dashed line). Note that no conveyor belt is

identified until day 4.

model level at the beginning of the life cycles and is then re-distributed throughout the

domain by turbulent motions and the large-scale winds.

5.2 Vertical mixing by boundary-layer turbulence

The boundary-layer structure has been shown in Chapter 4 to be synoptically driven in

these life cycles, as the surface heat flux, and hence boundary-layer depth and stability,

are determined primarily by advective processes. Therefore, the boundary-layer forcing

strengthens as the life cycles intensify. This is seen in Figure 5.1; the boundary-layer depth

increases with time in the same manner as the intensity of the life cycle does.

The structure of the boundary layer was described in detail in Chapter 4. To the

south-west of the low pressure centre, where there is strong cold air advection in the

northerly winds behind the cold front over warmer surface temperatures, the boundary

layer was found to be deep and well mixed with respect to potential temperature. Similar

behaviour was found in the anticyclonic regions. The cyclonic regions were found to

be stably stratified with much shallower boundary layers, due to warm air advection

over colder surfaces. The boundary-layer structure is important as transport of tracer

away from the surface source is initially dominated by boundary-layer turbulence. During
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Figure 5.2: Tracer concentrations after 48 hours of LC1. (a) Horizontal cross section at 32 m. Dash-dot

lines show boundary layer depth (contour interval of 200 m). Solid lines represent surface pressure (contour

interval of 2 mb). (b) Vertical cross section taken along the heavy black line in panel (a). Heavy dashed

line represents the diagnosed boundary-layer depth and the solid black contours are potential temperature

(K). Note different colour scales for tracer concentrations in panels (a) and (b).
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the early stages of the life cycles the synoptic scale motions are weak, and thus do not

penetrate deep into the boundary layer and so do not directly transport tracer in the

vertical. The redistribution of tracers within the boundary layer is highly non-uniform.

Figure 5.2a shows the spatial correlation between boundary-layer depth, synoptic-scale

features and tracer concentrations. Anticyclonic regions have deeper boundary layers

than cyclonic regions, with the maximum boundary-layer depth located to the east of the

anticyclonic centres. Near surface tracer concentrations are weak underneath anticyclonic

regions as the tracer has been mixed almost to the top of the boundary layer (Figure 5.2b).

This vertical transport occurs despite large-scale subsidence, illustrating the dominance

of boundary-layer motions in redistributing tracer in the vertical when synoptic forcing

is weak. In cyclonic regions the surface concentrations remain strong as a consequence

of stable boundary layer profiles with respect to potential temperature, which inhibit

vertical transport of tracer away from the surface. This early inhomogeneity in the tracer

distribution is a response to the high spatial variability of the turbulent structure and depth

of the boundary layer. Turbulent mixing of the tracer within the boundary layer is vital

for boundary-layer ventilation and also for long range transport in the free troposphere.

It allows the tracer to be lifted away from the surface to the mid to upper regions of

the boundary layer. The large-scale driven ascent and horizontal winds extend down to

these levels and can then transport the tracer out of the boundary layer and considerable

distances in the free troposphere.

5.3 Advection in the boundary layer

Tracer can be effectively redistributed in the horizontal, as well as in the vertical, within the

boundary layer. In the anticyclonic regions of both life cycles large-scale divergent winds,

driven by descent and enhanced by surface friction, push the tracer out of the centre of

the anticyclones, towards the convergent cyclonic regions. These Ekman motions have

an important impact on the horizontal tracer distribution throughout the depth of the

boundary layer. Figure 5.3a shows the near surface concentrations of the tracer in the

divergent anticyclones to be weak, with stronger concentrations in the convergent regions.

Also visible in Figure 5.3a is the horizontal advection of tracer from low latitudes north

towards the cyclonic centres. The tracer concentration at 400 m (Figure 5.3b) shows a ring

of high concentrations around the edge of the anticyclone, which exists as the tracer has

been mixed up to this level by turbulence and then diverged out of the anticyclonic centre.



CHAPTER 5: Boundary-layer ventilation processes 93

 kg kg-1

0.00 0.20 0.40 0.60 0.80 1.00

 kg kg-1

0.00 0.03 0.06 0.09 0.12 0.15

Figure 5.3: Tracer concentrations and wind vectors after 4 days of LC1. (a) Horizontal cross section at

32 m, (b) 400 m. Note different colour scales for tracer concentrations in panels (a) and (b).
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This, along with the wind vectors displayed in Figure 5.3b, shows that the horizontal

motions, and hence the potential for horizontal advection of the tracer, are greatest near

the top of the boundary layer. This demonstrates the interaction between the turbulent

mixing and the horizontal Ekman transport; without the turbulent mixing of tracer to

the upper regions of the boundary layer, the full potential of the Ekman motions to

advect tracer would not be realised. This horizontal redistribution of the tracer within the

boundary layer causes the ridges of high pressure which develop between the cyclones to

be depleted of tracer and the cyclonic regions to be fed with a supply of tracer. The tracer

is not found to accumulate in the cyclonic regions but is acted upon by large-scale driven

ascent. Therefore, the Ekman motions transport the tracer into regions where there is a

greater potential for the tracer to be ventilated out of the boundary layer.

5.4 Ventilation by the warm conveyor belt

Using the conveyor belt diagnostic introduced in Section 2.8.3 a conveyor belt (warm or

cold) is not present in LC1 until day 4 of the simulation. Once identified, the conveyor

belt footprint is found to be in the warm sector ahead of the cold front, and is identified

as a warm conveyor belt (WCB). The evolution of the conveyor belt footprint is shown in

Figure 5.4 for LC1 and in Figure 5.5 for LC2. During the developing phase of the LC1 cy-

clone, Figure 5.4a, the WCB footprint is centred around 50◦N, and extends approximately

1000 km in a meridional direction. As the cyclone reaches its mature phase (Figure 5.4c)

the footprint of the WCB is found to extend northwards to 60◦N and southwards to 35◦N.

The width of the footprint remains reasonably consistent covering 5◦ of longitude, and

the location of the WCB source regions in relation to the frontal features does not change

significantly during the life cycle. In LC1, where the cold front is dominant throughout

the life cycle, the conveyor belt diagnostic does not identify a CCB at any point of the life

cycle. The weak warm front inhibits the formation of a CCB.

In LC2 a conveyor belt footprint is not identified until day 5 (Figure 5.5a). At this

point in the LC2 simulation the footprint is located in the cool air ahead of the warm

front, around 45◦N, and not directly ahead of the cold front. Therefore, after 5 days of

LC2 the conveyor belt diagnostic has identified ascent which resembles a CCB. Semple

(2003) and Schultz (2001) both note that the CCB can bifurcate once west of the low

centre. One branch can continue to ascend and follow an anticyclonic branch, while the
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Figure 5.4: Tracer flux across boundary-layer top (shaded contours) for LC1 after (a) 5 days, (b) 6 days,

(c) 7 days. Thick contours are the 0.5 cm s −1 vertical velocity contour on the boundary-layer top. Thin

contours are surface potential temperature, contour interval 2 K.
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Figure 5.5: Tracer flux across boundary-layer top (shaded contours) for LC2 after (a) 5 days, (b) 6 days,

(c) 7 days. Thick contours are the 0.5 cm s −1 vertical velocity contour on the boundary-layer top. Thin

contours are surface potential temperature, contour interval 2 K.
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Figure 5.6: Time series of conveyor belt footprint area for LC1 (black line) and LC2 (red line).

other descends cyclonically around the low centre. No ascending anticyclonic branch of

the CCB is present in the LC2 simulation, but a weak CCB is found to travel westward

at low levels, cyclonically around the poleward side of the low and then descend. The

vertical extent of the CCB is limited to less than 2 km, primarily due to the dry nature

of the simulations. In reality, the CCB acquires moisture and buoyancy from the surface

via a latent heat flux and also by evaporation of rain falling into it from the WCB, which

it has undercut. In these dry simulations there is no source of buoyancy and therefore

the CCB does not extend far in the vertical. At day 6, Figure 5.5b, the conveyor belt

diagnostic shows a footprint in the warm air ahead of the cold front. This implies that

the flux of tracer out of the boundary layer is now due to a WCB. The transition from

a CCB to a WCB occurs due to the strengthening cold front and increased ascent in the

warm sector compared to in the warm frontal region. At this stage a low level easterly

jet, resemblant of a CCB, is still evident but only within the boundary layer. Therefore

after 6 days the CCB type flow has the ability to transport tracer within the boundary

layer but not to ventilate tracer out of the boundary layer. By day 7, the mature stage

of LC2, the conveyor belt diagnostic continues to identify a WCB (Figure 5.5c). This has

a footprint in a similar position, in relation to the surface fronts, to that in LC1 (in the

warm sector ahead of the cold front, between 40◦N and 50◦N). However, unlike LC1, the

WCB footprint area in LC2 is orientated south-east to north-west.

Timeseries of the conveyor belts footprint area are shown in Figure 5.6. The growth
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Figure 5.7: Time series of mass flux (solid) and tracer flux (dashed) due to the conveyor belts for LC1

(black lines) and LC2 (red lines).

rate of the footprint area is similar for both LC1 and LC2 and approximately constant

between days 4 and 7. LC1 has a larger conveyor belt footprint area than LC2 during

this developing period, and reaches a greater maximum, due to the stronger cold front,

and hence the dominance and greater meridional extent of the WCB in LC1, compared

to LC2 at this stage. The conveyor belt area is found to decay rapidly in LC1 after day

8, but not in LC2. This agrees well with the dynamical aspects of these systems reported

in Chapter 3. The similarity between the evolution of the conveyor belt area (Figure 5.6)

and the eddy kinetic energy (Figure 3.2) suggests that the extent of the conveyor belt is

well constrained by dynamical parameters.

To quantify the intensity of the conveyor belts, the conveyor belt mass flux (CMF)

across the boundary layer top within the region defined as the conveyor belt is defined to

be

CMF = −
∫

ω

g
dA, (5.1)

where ω is the vertical velocity in Pa s−1, A is the area identified as the conveyor belt

footprint, and g is acceleration due to gravity. A timeseries of the mass flux for both life

cycles is shown in Figure 5.7; this shows a similar pattern to the area of the conveyor

belt (Figure 5.6). Both life cycles have a very similar mass flux for the first 7 days,

which is surprising considering the very different synoptic evolutions. The total mass
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flux in the conveyor belts is found to reach a maximum of 5 × 1010 kg s−1 for LC1 and

3.5 × 1010 kg s−1 for LC2. These values compare reasonably well with the annual mean

value of the WCB mass flux in the North America / Atlantic region of 5 × 109 kg s−1,

found by Eckhardt et al. (2004) in a WCB climatology study. The differences in the

magnitude of the WCB mass fluxes are potentially due to the different methods applied

to identify the WCBs (Section 2.8.3). To quantify the rate at which tracer is removed

from the boundary layer, the total flux of tracer across the boundary-layer top within

the conveyor belt region is also calculated and is shown in Figure 5.7. Both life cycles

experience large tracer fluxes out of the boundary layer by the WCB between day 4 (in

LC1) or 5 (in LC2) and day 7. The peak in the total WCB tracer flux is found to occur

after 7 days in both life cycles. The effect of increased horizontal resolution (not shown) is

to decrease the area identified as a conveyor belt, but increase the conveyor belt mass and

tracer fluxes. This occurs because at T85 resolution mesoscale features, such as fronts,

are better resolved. Therefore, the conveyor belt ascent is much stronger than at T42 but

is confined to a smaller region.

The evolution of the spatial distribution of the tracer flux out of the boundary layer

for LC1 and LC2 between day 5 and 7 is plotted in Figures 5.4 and 5.5. For LC1 after 5

days, (Figure 5.4a), the maximum tracer flux is concentrated between 40◦ and 50◦N and

is orientated in a south-west north-east direction. After 6 days (Figure 5.4b), the tracer

flux is found to extend further north and south, a trend which continues to day 7 (Figure

5.4c), when the tracer flux is found to reach from 30◦N to 65◦N. It is apparent that at

day 7 the maximum tracer flux (located between 37◦N to 47◦N) is not directly co-located

with the maximum ascent across the boundary layer top, whereas during the developing

stages (day 5) of the life cycle these two regions were co-located. Additionally, Figure 5.7

shows that in LC1 the peak in the mass flux due to the conveyor belt occurs a day later

than the peak in the tracer flux. Combined, this evidence shows that the LC1 cyclone has

the dynamical capability to ventilate more tracer than it actually has; the source regions

of the conveyor belts in the boundary layer have begun to run out of tracer to ventilate.

The area of maximum tracer flux in LC2 (Figure 5.5a) is initially within the same

latitude band, 40◦ to 50◦N, as found in LC1, but is orientated south-east to north-west.

The area of maximum tracer flux extends in the meridional direction and becomes more

North - South orientated by day 6 (Figure 5.5b). After 7 days (Figure 5.5c) the tracer

flux out of the boundary layer in LC2 reaches from 40◦N to 60◦N, and has two localised
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Figure 5.8: Time series of mass flux (black line) and tracer flux (red line) due to the conveyor belts for

LC1 in the case of the constant tracer emission.

maxima; one in the warm sector and the other to the west of the low pressure centre

which is due to the cyclonic branch of the WCB. Unlike in LC1 the regions of maximum

tracer flux and vertical velocity in LC2 remain approximately co-located at this time. This

indicates that in LC2 the boundary-layer motions are providing a supply of tracer into

the ventilation region at a rate equal to or greater than the ventilation rate.

These tracer flux results demonstrate that boundary-layer ventilation depends on

both synoptically-driven ascent and the availability of tracer in the source regions of the

conveyor belts. Therefore, for maximum boundary layer ventilation it is necessary to

transport tracer to the regions of the boundary layer that are passed over by a conveyor

belt. This occurs via boundary-layer turbulent mixing and horizontal advection (Ekman

motions) within the boundary layer.

5.4.1 Dependence on method of tracer initialisation

It is apparent that the availability of tracer in the boundary layer affects the amount of

boundary-layer ventilation. It is also possible that the extent of transport in the free

troposphere will not be fully realised using an initial condition tracer as the model may

run out of tracer within the boundary layer to vent into the free troposphere. Therefore, a

second experiment with a constant emission of tracer has been conducted. To ensure clarity

between the two experiments they will hereafter be referred to as the “initial condition
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Figure 5.9: Horizontal cross section of concentration of the constant emission tracer in kg kg−1 at 32 m

after 48 hours of the LC1 life cycle. Dash-dot lines show boundary layer depth (contour interval of 200 m).

Solid lines represent surface pressure (contour interval of 2 mb).

case” and the “constant emission case”. The flux of tracer into the domain from the

surface is chosen to have an arbitrary value (1x10−4 kg m−2 s−1), and is constant across

the whole domain and throughout the life cycle. A comparison of the results from the two

different experiments allows for the sensitivity of boundary-layer ventilation to the type

of tracer emission to be investigated.

The case of a constant tracer emission is now briefly considered. The regions where

tracer is ventilated out of the boundary layer (not shown) remain unchanged, but the

amount of ventilation to the free troposphere is moderated by the source strength. The

total flux of the constant emission tracer out of the boundary layer by the conveyor belts

is shown in Figure 5.8 for LC1. The tracer flux is now directly correlated with, and hence

controlled by, the mass flux. This demonstrates that, in the constant emission case, the

footprint area of the conveyor belt does not run out of tracer, and hence confirms the

hypothesis that in the initial condition case the full extent of boundary-layer ventilation

is not realised due to the lack of tracer. This lack of tracer resulted in the anticyclones be-

coming depleted of tracer. This is not observed in the constant emission case as, although

tracer is still mixed away from the surface by turbulence, and is transported horizontally

by Ekman motions towards the cyclonic regions, the tracer source rapidly replenishes the

deficit in the anticyclonic regions. This can be seen in Figure 5.9, which is the same as
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Figure 5.10: Percentage of domain total tracer mass that has been ventilated into the free troposphere

as a function of life cycle day. Black lines shows LC1 and red lines LC2. Solid lines show T85 resolution

and dashed lines T42 resolution.

Figure 5.2a, except for the constant tracer emission case. Additionally, Figure 5.9 shows

that during the early stages of the life cycle when synoptic ascent is weak there is a slight

accumulation of tracer near the surface in the cyclonic regions. This occurs as the bound-

ary layer is shallow and there is very limited transport across the boundary-layer inversion

at this stage in the cyclone. The results from the two different experiments do not differ

significantly; in both experiments the same physical processes act and tracer is ventilated

out of the boundary layer in the same locations.

5.5 Tracer budgets

Tracer budgets have been calculated to quantify the strength of boundary-layer ventilation.

The mass of tracer in the free troposphere for the initial condition tracer case is plotted as

a percentage of the total mass of tracer in the whole domain at both horizontal resolutions

(T42 and T85) in Figure 5.10. The first 4 days sees very little ventilation into the free

troposphere due to limited synoptic activity. By day 5 both life cycles have transported

∼10% of the tracer into the free troposphere, by day 9 this value is ∼28%, and by day 15

this is ∼40%. This illustrates that the amount of boundary-layer ventilation is very similar

for cyclones which exhibit considerably different frontal features. However, it should be
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noted that the actual percentage of tracer in the free troposphere is not a particularly

meaningful number, as it depends on the experimental design through the domain size

and method of tracer initialisation. For example, in these experiments very little tracer

is ventilated in the north and south of the domain, away from the storm track region.

More relevant is the boundary-layer ventilation rate which can be found by calculating

either the rate of increase of tracer mass in the free troposphere or the rate of decrease

of tracer mass in the boundary layer. The gradients of the lines plotted in Figure 5.10

are directly proportional, but not equal to, the rate of change of tracer mass in the free

troposphere. The boundary-layer ventilation rate of LC2 is greater than that of LC1

between days one and three. The opposite is true between days three and six, when LC1

has a stronger cold front and WCB than LC2. However, between days six and ten the

boundary-layer ventilation rate is similar for both life cycles. After 12 days of development

the rate of ventilation by LC1 has decrease significantly, but this is not true for LC2. This is

because LC1 has begun to decay by day 12, whereas LC2 continues to wrap up cyclonically

and begins to resemble a barotropic vortex. Figure 5.10 also shows that the amount of

tracer ventilated into the free troposphere is largely independent of horizontal resolution.

However, by increasing the horizontal resolution the rate of ventilation by LC1 between

days 5 and 9 is slightly increased.

5.6 Transport in the free troposphere

To visualise tracer transport by the WCB, tracer concentrations from the initial condition

experiment have been plotted on a range of isentropic surfaces from 280 K to 310 K. As

the experiments conducted here are dry, it is expected that above the boundary layer there

will be little or no cross-isentropic motions.

For LC1 on the cooler and lower isentropic surfaces the tracer is advected cyclonically

around the poleward side of the low centre. On warmer and higher surfaces the tracer is

advected anticyclonically, over-running the warm front and travelling eastward over the

downstream anticyclone (not shown). On intermediate surfaces, e.g. 295 K as shown

in Figure 5.11a, both transport paths are observed. The resulting tracer distribution

resembles the hammerhead shape of the ascending airstreams shown in Figure 3.5. In

LC2 different behaviour is observed (Figure 5.11b). On all considered isentropic surfaces

the tracer was found to follow a cyclonic path, with no tracer travelling anticyclonically
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Figure 5.11: Initial condition tracer concentration after 7 days on the 295 K isentropic surface for (a)

LC1 and (b) LC2. Thin contours are surface pressure (4 mb interval) and the thick contour shows where

the isentropic surface intersects the surface. Note different colour scales.
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ahead of the surface warm front. This is due to the well documented cyclonic nature

of LC2 (Thorncroft and Hoskins, 1990; Thorncroft et al., 1993) and the stronger warm

frontogenesis in LC2 compared to LC1. On cooler isentropic surfaces (not shown) no

tracer transport due to a CCB existed, and it is concluded that the CCB has very limited

potential for boundary-layer ventilation or transporting tracer long distances in the free

troposphere.

Figure 5.12 shows the tracer distribution for the initial condition tracer in three

dimensions in the well developed stage of both life cycles. In LC1 tracer has been trans-

ported vertically in two peaks. The easterly peak reaches 5.5 km and is due to the main

branch of the WCB which ascends and travels anticyclonically. This anticyclonic branch

then descends once the WCB has travelled eastward over the anticyclonic region. The

large-scale descent causes tracer, which was initially lofted away from the surface by the

WCB, to descend. This demonstrates that pollution removed from the boundary layer can

be returned to low levels large distances away from where it was originally ventilated into

the free troposphere. The second branch of the WCB does not extend as high, ascending

only to 4.5 km, and is due to the cyclonic WCB branch. The two peaks are connected

to each other, the WCB is initially one airstream at southern latitudes, but the cyclonic

branch peels off the lower edge and travels rearwards once the WCB ascends and moves

polewards. In LC2 tracer has only been transported in one airstream; there are not two

distinct peaks as was observed in LC1. LC2 transports the tracer to 6 km, around the

poleward and rearward edges of the low pressure centre. This is due to the strong cyclonic

nature of LC2 and shows the WCB is predominately following a cyclonic path. Tracer

is transported almost 1 km higher in LC2 than in LC1, but the mechanism, the WCB

which is responsible for the vertical transport, is the same. This shows that tracer can

be lofted considerable distances (4 - 6 km) vertically into the troposphere in two separate

longitude bands, which at upper levels can be separated by up to 25◦ longitude. Thus in

different cyclones the WCB will deliver ventilated tracer to different regions of the free

troposphere. However, these regions are to some degree predictable, and the structure of

the WCB is strongly related to the dynamical aspects of the extra-tropical cyclone, and

the background conditions in which it develops.

Polvani and Esler (2007) in their paper on transport and mixing in idealised life cy-

cles have also produced three dimensional plots of their boundary layer tracer distributions

(their Figure 13). When Figure 5.12 here is compared to their figures 13 and 14 it can be
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Figure 5.12: Surface of the 0.02 kg kg−1 tracer concentration for the initial condition tracer after 7 days

for (a) LC1 and (b) LC2. Grey scale shading denotes the height of the surface. Black arrows schematically

show the main airflows.
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seen that the tracer distributions within the free troposphere are very similar. However

differences exist at low levels. In Polvani and Esler (2007) there is no boundary layer

parameterisation scheme so within the “boundary layer” there is an uniform distribution

of tracer. In the results presented here there is considerable variability in the tracer distri-

bution within the boundary layer; within the anticyclonic regions there is very little tracer

remaining as the turbulence and Ekman motions have transported it towards the cyclonic

regions. This comparison shows that the inclusion of a boundary layer parameterisation

scheme has a significant effect on the resulting distribution of tracer within the boundary

layer but not within the free troposphere.

The transport paths that the tracer follows in the free troposphere in the case of

a constant tracer source (not shown) are similar to those found for the initial condition

tracer experiment, but some subtle differences exist. Tracer is found higher in the domain;

both branches of the tracer in the WCB in LC1 were observed to extend a further ∼2 km in

the vertical compared to the initial condition tracer experiment, as now the full extent of

the WCB has been realised. Additionally, the anticyclonic regions are no longer depleted

of tracer as the constant tracer source maintains strong near surface tracer concentrations.

However, even with the presence of a tracer source, the ridges of high pressure may still

be well ventilated if the average flux of tracer out of the boundary layer exceeds the flux

of the source into the boundary layer.

5.7 Discussion and conclusions

The objectives of this chapter were to develop a conceptual model of boundary-layer

ventilation and to identify the processes that act to ventilate pollution out of the boundary

layer. This has been achieved by using the IGCM to simulate two contrasting baroclinic

life cycles, LC1 and LC2, with a boundary-layer parameterisation scheme acting and a

passive tracer included to represent pollutants.

Three distinct physical processes, which cover a large range of spatial and temporal

scales, have been found to contribute to the ventilation of the boundary layer during both

baroclinic life cycles. These processes are boundary-layer turbulent mixing, horizontal

Ekman convergence and divergence within the boundary layer, and advection by the WCB.

The vertical mixing of tracer within the boundary layer was shown to be determined by the

depth and stability of the boundary layer, both of which have been shown in Chapter 4 to
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be driven by synoptic-scale motions. Horizontal variations in the boundary-layer structure

lead to highly non-uniform surface tracer concentrations, even during the early stages of

the life cycles. The large-scale dynamics, combined with surface friction, were found to

induce Ekman convergence and divergence, which causes horizontal advection of the tracer

within the boundary layer. Turbulent mixing is essential for boundary-layer ventilation

as it mixes tracer to levels penetrated by conveyor belts and where the horizontal Ekman

motions are stronger. The Ekman horizontal motions act to enhance the ventilation rate,

by supplying tracer into the source region of the WCB. Therefore, turbulent mixing and

horizontal advection within the boundary layer potentially can affect how much tracer can

be removed from the boundary layer by the WCB.

The results presented in this chapter have confirmed WCBs to be the dominant

advective transport mechanism for boundary-layer ventilation and transport in the free

troposphere. The cold conveyor belt was identified during the early stages of LC2 but had

limited ascent associated with it, and was found to be unimportant in both boundary-layer

ventilation and transport within the free troposphere in these dry simulations. Moist pro-

cesses are likely to produce much stronger ascent and CCBs may contribute to boundary-

layer ventilation in moist LC2 type cyclones.

LC1 was found to ventilate 42% of tracer out of the boundary layer in the initial

condition case, and LC2 50%, after 15 days of integration. The mass of tracer transported

into the free troposphere in LC1 and LC2 is remarkably similar (up until day 12) given the

differences in the synoptic evolution of the cyclones. The strength of the ascent in the WCB

is one control on the amount of boundary-layer ventilation. The quasi-geostropic omega

equation could be used to determine, to a first order, what governs the magnitude of the

large-scale vertical velocity. Written in the ‘VATA’ form (Hoskins, 1997) the total forcing

is separated into a Vorticity Advection forcing term and a Thermal Advection forcing

term. The thermal advection forcing term represents the rate of thermal advection by the

geostrophic wind, and is proportional to the horizontal temperature gradient. In LC1 and

LC2 the initial meridional temperature gradient is the same and therefore, assuming that

the thermal advection term dominates at low levels (Petterssen and Smebye, 1977), the

ascent rate, and ventilation, can be expected to be similar. This suggests that the amount

of boundary-layer ventilation can be related to the large-scale baroclinicity, and therefore

can be similar for cyclones with different frontal structures.

Both life cycles have a non-negligible tracer flux out of the boundary layer for at
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least 4 days, demonstrating that the WCB remains in contact with the boundary layer for

this length of time. This is longer than the typical WCB timescale of two days reported by

Eckhardt et al. (2004). During this period both cyclones travel a considerable distance,

up to 40◦ longitude, allowing for a large swath of longitudes to be ventilated by the

WCB (40◦ longitude is approximately equal to half the length of the North Atlantic storm

track). The footprint of the WCB increases in the meridional but not zonal direction as

the cyclone intensifies, allowing a large range of latitudes (between 35◦N and 65◦N) to be

ventilated. The southerly bound compares well with previous studies; Li et al. (2005) find

WCBs along the Eastern seaboard to originate from north of 30◦N, and in a case study

Agust́ı-Panareda et al. (2005) found that tracer was ventilated from the boundary layer

between 40◦ and 50◦N. The ventilation regions found here extend further north than in

previous case studies, suggesting that weak boundary-layer ventilation is possible further

north than previously expected. In the vertical, both life cycles were found to transport

tracer to 6 km, but LC1 was found to transport the tracer in two distinct peaks which

are separated by approximately 25◦ longitude at 4 km. This has important consequences

for the chemical composition of the mid-troposphere. In the zonal direction narrow bands

of elevated pollutant concentration separated by clean regions may exist along the storm

track. Strong low-level horizontal gradients in pollutant concentration also exist in the

storm track, due to both transport within the boundary layer and ventilation by the WCB.

The altitudes to which the WCBs were found to ascend to may be lower than would be

observed if moisture were included in the simulations. With moisture present the ascent

would no longer be confined to be along isentropic surfaces and latent heating due to

condensation would act to enhance ascent rates. Thus, it is hypothesised that if moisture

was included the WCBs may extend a further ∼ 2 km in the vertical.

While there may be little difference in the amount of boundary-layer ventilation

between the two life cycles, there are notable differences in the locations. The region of

maximum ventilation is further north in LC2 than in LC1, despite the low pressure centre

tracking considerably further poleward in LC1. The difference in the synoptic evolution

is driven by the background state in which the perturbations develop. Therefore, this

suggests that the type of background flow (cyclonically or anticyclonially sheared) can

alter the boundary-layer locations that are ventilated by the resulting cyclones.
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5.8 Summary

This chapter has identified how tracers are transported in both the boundary layer and free

troposphere. Transport by boundary-layer processes has been identified to be important

in controlling the low-level tracer distributions, and potentially the amount of ventilation

out of the boundary-layer. The strength of the baroclinicity has also been highlighted as

one possible control on the amount of boundary-layer ventilation since both LC1 and LC2

were found to be almost equally efficient at ventilating the boundary layer. It currently

remains un-proven which variables control the amount of ventilation; either the boundary

layer processes which act to supply the source region of the warm conveyor belt, or the

strength of the warm conveyor belts. This will be addressed in Chapter 6.



CHAPTER SIX

Factors controlling ventilation

6.1 Introduction

The physical processes acting to ventilate the boundary layer were identified in Chapter

5 to be:

1. vertical turbulent mixing within the boundary layer,

2. horizontal convergence and divergence within the boundary layer, induced by surface

friction and large-scale dynamics,

3. large-scale advection by the warm conveyor belt.

In this Chapter the controls on the amount of ventilation are identified. In Chapter 5 it

was hypothesised that the ascent associated with the warm conveyor belt is one control

on the amount of boundary-layer ventilation, but it was also noted how important the

boundary-layer transport processes were in the overall ventilation process. Specifically,

it was identified that the horizontal transport by convergence and divergence within the

boundary layer may act to enhance the amount of ventilation by increasing the rate at

which tracer is supplied to the source region of the warm conveyor belt. Therefore, in this

Chapter experiments are designed to test the importance of these two processes, and to

identify which one acts as the limiting step in the amount of boundary-layer ventilation.

To do this two sets of experiments are conducted: one which alters the amount of surface

friction and therefore the strength of the convergence and divergence within the boundary

layer, and a second which alters the large-scale dynamics and therefore the strength of

111
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Figure 6.1: Schematics showing different ventilation regimes. Size of black arrows indicates the magnitude

of the tracer flux. (a) The flux out of the boundary layer by the warm conveyor belt exceeds the flux into

the warm conveyor belt source region by the horizontal divergence. (b) The flux out of the boundary layer

by the warm conveyor belt is less than the flux into the warm conveyor belt source region by the horizontal

divergence. L represents a region of low pressure and H a region of high pressure. Dashed line indicates

the boundary-layer depth.

ascent associated with the warm conveyor belt. Two possible ventilation regimes exist.

The first (Figure 6.1a) is that the transport by the horizontal divergence and convergence

within the boundary layer acts as the limiting factor in the amount of ventilation. In this

regime the flux of tracer out of the boundary layer by the warm conveyor belt exceeds

the flux into the source regions. This means that the warm conveyor belt source region

becomes depleted of tracer and the full ventilation potential of the cyclone will not be

fulfilled. The second regime (Figure 6.1b) is the direct opposite; the strength of the warm

conveyor belt acts as the constraint on the amount of ventilation. In this regime the flux

of tracer into the source region of the boundary layer exceeds the flux out of the boundary

layer by the warm conveyor belt, meaning that there will always be tracer available in the

source region of the warm conveyor belt for venting. The experiments conducted here aim

to identify which regime exists in typical mid-latitude weather systems.

Although the IGCM was used to model LC1 and LC2, and the transport of tracers

associated with these two life cycles, it was decided to tackle the questions posed above

using the Met Office Unified Model (U.M.) in an idealised configuration. A description

of the idealised U.M. was given in section 2.5 and an overview of the control baroclinic

life cycle simulated using the U.M. was presented in section 3.3. The dynamical struc-

ture of the control life cycle simulated in the U.M. was compared to the IGCM life cycles

in section 3.4, and it was shown that the life cycles are dynamically similar. However,

some differences were found to exist between the U.M. control cyclone and LC1. The
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U.M cyclone was found to develop slower, be more cyclonic and to experience less merid-

ional displacement than LC1. These differences were accounted for by considering the

geometrical differences between the two numerical models.

The U.M. has been used to simulate the life cycles analysed in this Chapter for three

main reasons. Firstly, as the U.M. includes a complex and thoroughly evaluated convection

scheme the dry experiments performed here could provide a foundation for a possible

future comparison with a moist life cycle. This would not be possible with the IGCM as

the convection scheme in the IGCM is a considerably simplified version of the Betts Miller

convective adjustment scheme (Betts, 1986) which cannot act upon tracers, and hence

would not permit such a comparison study. Secondly, using an operational model, such as

the U.M., to simulate numerous life cycles would allow future case studies to be compared

to the idealised experiments without having to account for differences in numerical models.

The final motivation for using the U.M. is that it allows the robustness of the results

obtained in the IGCM to be investigated and any dependence on the numerical model to

be quantified.

The structure of this Chapter is as follows. Firstly, in section 6.2 the boundary-layer

structure that develops beneath the U.M. control life cycle is examined and compared to

the boundary-layer structures found in the IGCM. In section 6.3 the effect of the source

strength on the amount of ventilation is discussed briefly. In section 6.4 the effect of

the boundary-layer structure and the boundary-layer transport processes on the overall

ventilation characteristics is investigated. The effect of the large-scale dynamics on the

amount of ventilation is discussed in section 6.5 and finally a summary of the results

obtained in this chapter is given in section 6.6.

6.2 Boundary-layer structure in the control U.M. cyclone

Figure 6.2 shows the spatial patterns of three boundary-layer variables after eight and

twelve days of the control U.M. cyclone. Very similar boundary layers develop beneath

the U.M. cyclone as were observed in LC1 and LC2 in the IGCM. Figures 6.2a and 6.2b

show the surface heat flux after eight and twelve days. As was the case in the IGCM

simulations (Figures 4.2c and 4.2d) the largest positive values of the heat flux are found in

the area of northerly winds on the eastern edge of the anticyclone and the most negative

values are found in the warm sector. Additionally, the magnitude of the heat flux increases
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Figure 6.2: (a) Surface heat flux after 8 days and (b) 12 days. (c) Boundary-layer depth after 8 days and

(d) 12 days. (e) Surface momentum flux after 8 days and (f) 12 days. Contours drawn every 4 mb show

surface pressure. Solid lines represent pressures less than 1000 mb and dashed lines pressures greater than

1000 mb. The 1000 mb contour is omitted for clarity. Note that two domains are plotted next to each

other here, and in all Figures in this chapter, so that features can be seen clearly, rather than wrapped

around the boundary.
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with time, again as was the case in the IGCM. The magnitude of the heat fluxes is greater

in the U.M. compared to the IGCM; by the mature stage of the U.M. control life cycle the

largest heat fluxes are typically 180 W m−2, compared to 85 W m−2 in the IGCM, and

the minimum heat fluxes are typically -100 W m−2 in the U.M. compared to -10 W m−2

in the IGCM. This is because the surface is rougher (higher z0m values) in the U.M.

compared to the IGCM. This results in larger drag coefficients values for both momentum

(Cd) and heat (Ch), and hence larger turbulent fluxes.

Boundary-layer depth has been calculated for the U.M. simulations using the same

method as was applied to the life cycle simulated in the IGCM, (described in section 2.8.1).

It was decided to use the exact same method to diagnose boundary-layer depth to allow

for more accurate comparisons to be made, despite the U.M. providing its own boundary-

layer depth diagnostic. The U.M. boundary-layer depth diagnostic is calculated online

using a very similar parcel ascent / critical Richardson number method to that used here.

However, there is limited interpolation between model levels, especially in the case of stable

boundary layers, which means that often the U.M. boundary-layer depth is diagnosed on

a model level and the resulting distribution can exhibit a “saw-tooth” type pattern as

the diagnostic flips between one model level and the next at alternate grid points. The

boundary-layer depth after eight and twelve days, calculated using the method described

in section 2.8.1, is shown in Figures 6.2c and 6.2d respectively. The deepest boundary

layers are found in regions where the heat fluxes were largest, and shallowest in the warm

sector where there were negative heat fluxes, which agrees well with the IGCM results

(Figure 4.4a). The maximum diagnosed boundary-layer depth in the U.M. cyclone and

LC1 in the IGCM are very similar, at almost 3 km.

Figures 6.2e and 6.2f show the surface momentum flux after eight and twelve days.

After eight days the largest values are to the south-west of the low pressure centre. How-

ever, local maxima are also evident in the warm sector and also in the region of the

bent-back warm front to the north of the low pressure centre. A similar pattern remains

at day twelve but the magnitudes have increased; the maximum value in the south-western

region of the low pressure is now 0.56 N m−2 compared to 0.35 N m−2 four days previ-

ously. Again this spatial pattern is in good agreement with that observed in the IGCM

cyclones (Figure 4.3) but the maximum value of the surface stress was found to be slightly

larger in the IGCM simulation, where a value of 0.8 Nm−2 was found after 7 days.

In summary, the spatial patterns of the surface fluxes and boundary-layer depth
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that develop beneath the control U.M. life cycle are similar to those observed to develop

beneath the IGCM cyclones. This adds further confidence in the results presented in

Chapter 4.

6.3 Ventilation dependence on source strength

Clearly the rate at which tracers are emitted into the domain from the surface will have a

large impact on the amount of tracer ventilated out of the boundary layer and also on the

resulting tracer concentrations throughout the whole domain. The tracer concentrations

are directly proportional to the source strength; for example if the source increased by a

factor of ten, then the concentrations in the whole domain would increase by the same

factor. This can be shown by considering the tracer equation

DC

Dt
+ ∇.F = 0, (6.1)

where C is the tracer concentration and ∇.F is the divergence of the turbulence fluxes

of tracer. The right hand side equals zero as no sources or sinks of tracers exist within

the domain, and at the beginning of the simulation the tracer concentration is equal to

zero throughout the whole domain. The only source of tracer is at the surface and can

therefore be considered as a boundary condition:

F = Fs at z = 0. (6.2)

Equation 6.1 can be normalised by the emission strength, Fs, to give

DĈ

Dt
+ ∇.F̂ = 0 (6.3)

where Ĉ = C/Fs and F̂ is the normalised emission strength given by F̂ = F/Fs, which at

z = 0 equals 1. This then allows the actual concentration, C, to be written as C = Fs× Ĉ,

which demonstrates that the magnitude of the tracer concentration is controlled by the

emission strength, Fs, while the spatial distribution of the tracer is controlled by Ĉ.

Therefore, doubling the emission strength will double the tracer concentrations throughout

the whole domain. This has been verified in the U.M. by performing experiments with

different source strengths. The source strength that has been used in all of the experiments

presented here is 1 × 10−4 kg m−2 s−1.
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6.4 Ventilation dependence on boundary layer transport

processes

This section describes the experiments that were performed to investigate the importance

of the boundary-layer transport processes, turbulent mixing and horizontal Ekman trans-

port, on the overall amount of ventilation.

6.4.1 Motivation for the selected experiments

The presence of a boundary layer due to surface friction, will have an effect on the strength

of the vertical velocity in the lower part of the troposphere. By adding friction, two

competing effects develop. Firstly friction acts to spin down the cyclone, resulting in

slower development and weaker systems, and hence weaker vertical velocities. The second

effect is due to Ekman pumping. By adding friction, the wind is deflected further away

from the geostrophic direction. In cyclonic regions this results in enhanced convergence,

and hence by continuity, stronger vertical motion out of the boundary layer. In this thesis

the effect of surface drag on the amount of ventilation is investigated by changing the

surface drag coefficient, Cd. In the control experiment, as described in section 3.3, the

drag coefficient varies spatially and temporally as the boundary-layer scheme calculates

the drag coefficient as a function of stability at each individual grid point. However, in the

sensitivity experiments the drag coefficient was held fixed in time and uniform across the

domain. The drag coefficient for heat, Ch, and the eddy diffusivities for momentum, Km

and heat, Kh are all still calculated using the full boundary-layer scheme, and therefore

vary spatially and with time.

Three of the five drag coefficient values used here were selected to be the same

as values used in a previous study by Hines and Mechoso (1993), who investigated the

influence of surface drag on frontal structures. This allows the dynamical response of the

fronts to the presence of drag in the idealised U.M. to be compared directly to the results of

Hines and Mechoso (1993). The values of the drag coefficient used by Hines and Mechoso

(1993) were zero (no drag), 0.56×10−3 (typical of an ocean surface) and 2×10−3 (typical

of a land surface), and were constant in time. Here five experiments with different drag

coefficients are conducted. Firstly, the Hines and Mechoso (1993) no drag experiment was

replicated. However, instead of Cd = 0 the experiment referred to here as no drag has an

initial drag coefficient of 1×10−8, and subsequent values are 1×10−8×Cdprev where Cdprev
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Figure 6.3: Domain-averaged eddy kinetic energy. Red: Cd = 0, green: Cd = 0.1 × 10−3, blue: Cd =

0.56 × 10−3, purple: Cd = 2× 10−3, and black: Cd = 5× 10−3.

is the drag coefficient value at the previous timestep. This method was used to get drag

coefficients as near to zero as possible, without equalling zero as the numerics of the U.M.

boundary-layer scheme will not permit Cd = 0. The ocean and land drag experiments in

this thesis have exactly the same drag coefficient values as the corresponding experiments

in the Hines and Mechoso (1993) study. Two additional experiments have been conducted

here; one which represents a very smooth surface with a drag coefficient of 0.1× 10−3 and

another with a drag coefficient value of 5 × 10−3, which is referred to as rough land. The

smooth (Cd = 0.1 × 10−3) experiment was included to help relate the results of the no

drag experiment to the others; without this additional experiment there is a large range of

unexplored parameter space. The rough land experiment was included as it is suggested

by Stull (1988) that values of Cd vary between 1 × 10−3 and 5 × 10−3, and Arya (1999)

notes that over land values of Cd can vary between zero and 1 × 10−2.
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6.4.2 Effect of surface drag on life cycle dynamics and boundary-layer struc-

ture

The first effect of increased surface drag on the resulting life cycles is to decrease the

growth rate and reduce the eddy kinetic energy. This can be seen in Figure 6.3 which

shows the eddy kinetic energy for all five drag experiments. There is a day and a half lag

in the peak eddy kinetic energy between the experiment with no drag and the rough land

drag experiment. Additionally, the peak eddy kinetic energy value that is reached in the

rough land drag experiment is 50% less than in the no drag case. The eddy kinetic energy

of the control life cycle (Figure 3.10) is similar to that of the ocean drag experiment, in

terms of the magnitude and time evolution. The frontal evolution is observed to change

with increasing drag, which is shown in terms of potential temperature and vorticity at

1 km in Figure 6.4. 1 km was selected to analyse the frontal structure at, as at this level

the fronts are strongest and the frontolytical effects of turbulent mixing are minimised.

With no drag there is an exceptionally strong warm front and a strong cold front evident

as indicated by the strong temperature gradients and high values of cyclonic vorticity

shown in Figures 6.4a and 6.4b respectively. In the ocean and land drag experiments the

cold fronts have similar temperature gradients associated with them (Figures 6.4c and

6.4e) but the vorticity is slightly reduced in the case of land drag (Figure 6.4f) compared

to ocean drag (Figure 6.4d). In the ocean drag experiment there is an additional strong

temperature gradient to the east of the low centre indicating a warm front, and to the west

of the low centre is a very strong bent-back warm front indicated by large vorticity values

and a strong temperature gradient. In contrast, the land drag case has a significantly

weaker bent-back warm front. In the rough land experiment (Figures 6.4g and 6.4h) both

fronts are much weaker than in any of the other simulations. These findings, that the

warm front is much more sensitive to surface drag than the cold front, agree well with the

results of Hines and Mechoso (1993) who came to the same conclusion. The asymmetry

in the effect of drag on the warm and cold front is explained by Hines and Mechoso

(1993) in terms of how surface drag alters the wind speed and therefore the strength of

thermal advection in the frontal regions. In the warm sector, there is an ageostrophic

wind component directed towards the low pressure. In the no drag case, the resulting

acceleration causes the formation of a low level jet directed towards the warm front, which

acts to intensify the front by pushing the potential temperature contours closer together.

In the cases with drag, the additional ageostrophic acceleration is balanced by frictional
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effects and hence the winds (and therefore the strength of the thermal advection) in the

warm sector are much weaker when drag is acting. The cold front is found to be less

sensitive to drag as behind the cold front the ageostrophic winds are very weak, and as

a result the ageostrophic wind speed in this region does not change as significantly with

drag.

The boundary-layer structure is found to vary with the magnitude of surface drag. In

the case of smooth drag the cyclone becomes intense and has strong low-level winds. This

affects the surface heat fluxes (Figure 6.5a), which are proportional to wind speed. This

results in large positive heat fluxes in the region of northerly winds on the eastern edge of

the anticyclone which exceed 250 W m−2. In the land drag experiment (Figure 6.5b), the

surface friction acts to reduce the near surface winds and therefore the heat fluxes on the

eastern edge of the anticyclone are smaller, typically 150 W m−2. The magnitude of the

heat fluxes in the warm sector does not vary significantly with drag. This is due to two

competing processes; with less drag there are stronger winds (which act to increase the

surface heat flux) but the strong low level winds lead to strong warm advection northwards

in the warm sector over much cooler surfaces. This creates very large potential temperature

gradients near the surface, which acts to suppress any turbulent motions and therefore

decreases the heat flux. When the boundary-layer depth is considered for different values of

surface drag (Figures 6.5c and 6.5d) it is evident that decreasing the surface drag increases

the depth of the convective boundary layer in the anticyclonic region but decreases the

depth of the stable boundary layer in the warm sector. The increase in the anticyclonic

region is due to the larger heat fluxes found in this region in the smooth drag experiment

compared to the land drag experiment. The decrease in boundary-layer depth in the

warm sector is because with little surface friction there is little shear driven turbulence.

This is illustrated when the surface momentum fluxes are considered. In the smooth drag

experiment there are very small momentum fluxes with local maxima behind the cold

front and in the warm sector. A similar pattern is found in the land drag case but the

magnitudes are much greater and high fluxes are also observed in the warm front region.

In the no drag experiment the boundary-layer structure that develops is somewhat

different to the other experiments. Firstly, the surface momentum fluxes are found to be

very small (∼ 1 × 10−8 N m−2) as they are directly proportional to the drag coefficient.

Secondly, very strong, and somewhat un-physical, stratifications develop in the warm sec-

tor as a consequence of the very strong warm air advection and the very weak momentum
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Figure 6.4: Potential temperature (contour interval 2 K) at 1 km after 12 days for (a) Cd = 0, (c)

Cd = 0.56 × 10−3, (e) Cd = 2 × 10−3, (g) Cd = 5 × 10−3, and vorticity at 1 km for (b) Cd = 0, (d)

Cd = 0.56 × 10−3, (f) Cd = 2 × 10−3, (h) Cd = 5× 10−3. L marks the location of the minimum pressure

and H the location of the maximum pressure.
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Figure 6.5: Boundary-layer characteristics after 10 days in the smooth drag and land drag experiments.

Black contours are potential temperature at 1 km. Contour interval is 5 K. Surface heat flux in the (a)

smooth drag experiment and (b) in the land drag experiment. Boundary-layer depth in the (c) smooth

drag experiment and (d) in the land drag experiment. Surface momentum flux in the (e) smooth drag

experiment and (f) in the land drag experiment.
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fluxes. Thirdly, when the boundary-layer depth is diagnosed using the parcel ascent /

Richardson number based method described in section 2.8.1 care must be taken as the

method requires that a representative surface temperature is calculated (equation 2.74).

The second term of this equation, which represents a temperature excess at the surface in

unstable conditions, is inversely proportional to the friction velocity. As friction velocity

is related to the drag coefficient, (u2
∗

= CdU
2), which is very small, the second term in

equation 2.74 is un-physically large, which results in unrealistically deep boundary layers

being diagnosed. To avoid this, a condition on the magnitude of the temperature excess

is included; the maximum allowed value of the temperature excess is 5 K. The resulting

boundary-layer depth in the anticyclonic region is very similar to that found in the smooth

drag case, but shallower boundary layers are found in the warm sector in the no drag case

compared to the smooth drag case.

6.4.3 Effect of surface drag on the spatial distribution of mass and tracer

fluxes

The transport of both mass and tracer across the boundary-layer top has been studied for

the five experiments with differing drag coefficients. The spatial distributions of the mass

and tracer fluxes across the boundary-layer top are considered first. However, quantitative

comparisons are easier if the total mass and tracer fluxes over the whole domain, or over the

duration of each life cycle, are considered. Therefore, the integrated fluxes are discussed

in section 6.4.4.

Before the spatial distributions of the mass fluxes are described, a brief review of the

structure of the warm conveyor belt is presented to aid the understanding of the processes

responsible for transporting mass out of the boundary layer. Figure 6.6 shows the vertical

motions in the vicinity of a cold front, which together comprise the warm conveyor belt.

Firstly, there is a low-level jet ahead of the cold front which is travelling northwards in

the warm sector. As this approaches the surface cold front, it experiences a burst of

strong ascent due to line convection on the warm side of the front. This narrow plume

of ascent was documented by Keyser and Anthes (1982) and was found to develop due to

convergence within the boundary layer. Once air parcels in the warm conveyor belt have

ascended through this plume they continue ascending and travel northwards, at a slower

rate and in a slantwise manner. The warm conveyor belt then overruns the surface warm

front (not shown in Figure 6.6), which forces the warm conveyor belt to rise over the cool
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Figure 6.6: Schematic of an ana-type cold front (rearward sloping) in which the warm conveyor belt (dark

gray shading) undergoes rearwards sloping ascent relative to the approaching cold front. Re-produced from

Semple (2003).

air ahead of the front. In addition, the warm front will have localised ascent associated

with it (due to the ageostrophic frontal circulation), which may give the warm conveyor

belt an extra burst of vertical motion.

Figure 6.7 shows the spatial distribution of the mass flux between the boundary

layer and free troposphere for all five life cycles. Positive values represent a transport of

mass out of the boundary layer and negative values a transport of mass from the free

troposphere into the boundary layer. To ensure a fair comparison, the mass fluxes are

compared when each of the cyclones has a similar intensity, diagnosed by both minimum

central pressure and eddy kinetic energy. Therefore Figures 6.7a to 6.7e are at different

times, ranging from day 8 to day 12.5. Table 6.7 shows the time that each panel is plotted

at and also the minimum central pressure at this time. This varies slightly between the

life cycles, but all values indicate that a deep low pressure has developed.

In the life cycle with no drag (Figure 6.7a) two regions of positive mass flux are

evident. The first is to the north-east of the low centre and is due to ascent associated

with warm conveyor belt over-running the warm front. This is where the vast majority

of mass is leaving the boundary layer. The second region of positive mass flux is to the



CHAPTER 6: Factors controlling ventilation 125

0 20 40 60 80 100 120
longitude

20

40

60

80

la
tit

ud
e

kg m-2 s-1

-3.0E-02 -1.8E-02 -6.0E-03 6.0E-03 1.8E-02 3.0E-02

L L

0 20 40 60 80 100 120
longitude

20

40

60

80

la
tit

ud
e

kg m-2 s-1

-3.0E-02 -1.8E-02 -6.0E-03 6.0E-03 1.8E-02 3.0E-02

L L

0 20 40 60 80 100 120
longitude

20

40

60

80

la
tit

ud
e

kg m-2 s-1

-3.0E-02 -1.8E-02 -6.0E-03 6.0E-03 1.8E-02 3.0E-02

L L

0 20 40 60 80 100 120
longitude

20

40

60

80

la
tit

ud
e

kg m-2 s-1

-3.0E-02 -1.8E-02 -6.0E-03 6.0E-03 1.8E-02 3.0E-02

L L

0 20 40 60 80 100 120
longitude

20

40

60

80

la
tit

ud
e

kg m-2 s-1

-3.0E-02 -1.8E-02 -6.0E-03 6.0E-03 1.8E-02 3.0E-02

L L

Experiment Day Min pressure

no drag 8.0 958 mb

smooth drag 8.5 959 mb

ocean drag 9.0 963 mb

land drag 10.0 966 mb

rough land 12.5 967 mb

Figure 6.7: Mass flux out of the boundary layer at the time given in the table (a) Cd = 0, (b) Cd =

0.1 × 10−3, (c) Cd = 0.56 × 10−3, (d) Cd = 2 × 10−3, (e) Cd = 5 × 10−3. L marks the location of the

minimum pressure. Minimum pressures are given in the table.
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south-east of the low centre, and is much weaker than the flux in the warm frontal region

but covers a much greater area. This is due to the warm conveyor belt ascending ahead

of the surface cold front. Lower mass flux values are observed in the centre of the warm

sector, compared to those on the leading and rearward edges, as the boundary layer is

shallower in the centre and therefore the vertical motion is weaker. In the smooth surface

drag experiment (Figure 6.7b) the warm conveyor belt acts to ventilate mass out of the

boundary layer ahead of the cold front and in the region of the warm front. In comparison

with the no drag case, the flux due to the warm conveyor belt over-running the warm

front is weaker and much more diffuse. This is directly related to the differences in the

strength and structure of the warm fronts; a stronger, more vertically orientated warm

front is evident in the case of no drag, which forces the warm conveyor belt to ascend

more rapidly over the warm front than in the smooth drag case. Additionally, the flux

associated with the warm conveyor belt ahead of the surface cold front is much stronger.

The maximum mass flux out of the boundary layer in the ocean and land drag

experiments is shown in Figures 6.7c and 6.7d. It is evident that as the drag increases

the maximum mass flux moves southwards and the warm conveyor belt ascent ahead of

the cold front becomes the dominant mechanism for mass ventilation. There are many

similarities between Figures 6.7c and 6.7d; both the magnitude and the location of the

positive mass fluxes are very similar. In the rough land experiment a similar pattern is

observed, with the region of maximum mass flux due to the warm conveyor belt at 40oN,

and a smaller secondary maximum due to the warm conveyor belts ascent over the bent-

back warm front. However, an additional feature in the case of rough land is the increase

of the mass flux from the troposphere into the boundary-layer behind the cold front.

The spatial distribution of the tracer flux between the boundary layer and free

troposphere is shown in Figure 6.8 for all five experiments at the same times as were

shown in Figure 6.7. If there is tracer in the upper regions of the boundary layer, the

tracer flux will strongly resemble the mass flux. In the experiments with higher degrees of

surface drag it is evident that tracer is only transported from the troposphere back into

the boundary layer behind the cold front. This occurs due to the ageostrophic, thermally

direct frontal circulation that lifts tracer out of the boundary layer ahead of the cold front

and then returns a proportion of the ventilated tracer back into the boundary layer in the

descending branch of the circulation behind the front. In all cases the regions where tracer

is ventilated out of the boundary layer are very similar to where mass is ventilated out of
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Figure 6.8: Tracer flux out of the boundary layer at the same times as plotted in Figure 6.7 for (a)

Cd = 0, (c) Cd = 0.1 × 10−3, (c) Cd = 0.56 × 10−3, (d) Cd = 2 × 10−3, (e) Cd = 5 × 10−3. L marks the

location of the minimum pressure.
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the boundary layer. Some difference do exist though. Firstly, significant amounts of tracer

are fluxed out of the boundary layer to the south of the anticyclone, along the weaker part

of the trailing cold front, which is a region where little mass was observed to be ventilated

out of the boundary layer. Tracer leaves the boundary layer in this region because high

tracer concentrations are found within the boundary layer in this area due to divergence of

tracer out of the anticyclone. The second difference is that in all experiments the location

of the maximum tracer flux is further south along the cold front than the location of the

maximum mass flux. This is because the source of tracer (divergence from the anticyclone)

is from the south, and the boundary layer is shallower in the southern-most region of the

warm sector than the central area.

6.4.4 Effect of surface drag on total amount of mass and tracer ventilation

Figure 6.9a shows the mass flux out of the boundary layer integrated over the whole

domain as a function of time for all five experiments with different drag coefficients. This

is calculated by

If wh > 0 then MF =

∫

A
ρ wh dA, (6.4)

where wh is the vertical velocity on the boundary-layer top, MF is the domain-integrated

mass flux and A is the area of the model domain. The most notable result is that the

domain-integrated mass flux (the rate that mass is ventilated out of the boundary layer)

is insensitive to the value of the drag coefficient. This is because the vast majority of the

ventilation occurs due to the ascent of the warm conveyor belt in the region of the cold

front (as was shown in Figure 6.7), and it has been shown that the cold front structure is

relatively insensitive to surface drag. It is also surprising that the ventilation rate in all

five experiments increases with time in a very similar manner up until day 11, whereas the

eddy kinetic energy (Figure 6.3) was observed to increase much more rapidly with time

for the experiments with less drag. For example, by day 10 there is a 50% difference in

the eddy kinetic energy of the no drag life cycle and the rough land drag life cycle.

The domain-integrated tracer flux, TF , is calculated by

If wh > 0 then TF =

∫

A
ρ Ch wh dA, (6.5)

where Ch is the tracer concentration of the boundary-layer top, and is shown in Figure

6.9b. For all experiments, except the no drag experiment, the rates of tracer ventilation are
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Figure 6.9: (a) Domain-integrated mass flux out of the boundary layer and (b) domain-integrated tracer

flux out of the boundary layer. Red: Cd = 0, Green: Cd = 0.1 × 10−3, Blue: Cd = 0.56 × 10−3, Purple:

Cd = 2× 10−3, and Black: Cd = 5× 10−3.
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very similar to each other for the first nine days. In the no drag experiment the domain-

integrated tracer flux is less than in all other experiments even during the initial stages

of the life cycle. Additionally, after day nine the tracer flux in the no drag experiment

appears to suddenly switch into a different mode of behaviour. After day 9, the rate of

tracer ventilation suddenly stops increasing and almost levels off at a constant value for

two days before beginning to decrease. A similar, but less pronounced change also occurs

in the smooth drag case, where after nine and a half days the tracer flux levels off and

slowly begins decreasing while the mass flux is still increasing. As this change in ventilation

behaviour only exists for tracer and not mass, this suggests that tracer is not available

in adequate concentrations in the regions of the boundary layer that are ventilated by

large-scale ascent. This situation occurs when tracer is not transported into the regions

of the boundary layer which are actively ventilated at a rate equal to, or greater than,

the rate at which tracer is fluxed out of these regions. This hypothesis will be tested in

Section 6.4.5.

Figure 6.10 shows the amount of mass and tracer transported out of the bound-

ary layer over the whole domain and throughout the life cycle (days 0 - 13) for all five

experiments with different drag coefficients. The amount of mass transported out of the

boundary layer is remarkably constant with surface drag; all experiments ventilate ap-

proximately 1.5 × 1016kg of air out of the boundary layer over 13 days. This amount of

mass translates to approximately three times the volume of the boundary layer over the

whole domain. When the total amount of tracer ventilated out of the boundary layer is

considered, there is a very slight increase in the amount of tracer ventilated between the

ocean and rough land drag experiments, but a much larger increase between the no drag

and ocean drag experiments. This variation is investigated further in section 6.4.5.

6.4.5 Boundary-layer tracer budgets

It has been shown that the amount of boundary-layer ventilation (ventilation of mass

rather than tracer) is largely insensitive to the surface drag as most of the ventilation occurs

due to the warm conveyor belt’s ascent in the region of the cold front, the structure of which

is found to change little with surface drag. However, the decrease in tracer ventilation,

but not ventilation of mass, when there is little or no drag needs to be explained. It is

hypothesised that this occurs because without drag there is no friction-induced divergence

out of the anticyclone or convergence into the cyclonic source region of the warm conveyor
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Figure 6.10: (a) Total mass of air and (b) total mass of tracer ventilated out of the boundary layer during

the whole life cycle.

belt. Therefore, with no friction acting, the tracer will not be transported within the

boundary layer to the source regions of the conveyor belt as efficiently as in the experiments

which do include surface friction.

This suggests that the horizontal transport within the boundary layer is important,

and varies in intensity with differing values of surface drag. To understand how the

tracer is transported, and quantify how tracer is lost and gained in different regions of the

boundary layer, individual terms in a tracer budget equation are evaluated. The tracer

budget equation is closely related to the mass budget equation that was presented in

Chapter 4, however, a brief discussion of the tracer budget equation is given here.

The tracer budget equation is derived from the continuity equation, except that

the density of air is replaced with the density of tracer, ρt, which is given by the tracer

concentration, C, multiplied by the density of air, ρ. Additional terms are present in the

tracer budget equation compared to the mass budget equation. Firstly, as the tracer is

emitted into the domain at the surface there is a source term, S. Secondly, a turbulent

flux term, (w′ρ′t)h, is also present which represents the turbulent flux of tracer across the

diagnosed boundary-layer top. This is calculated online by the boundary-layer scheme

(equation 2.59), and the value used here is the value estimated at the top of the boundary

layer. There is no turbulent flux term present in the mass budget equation as the variation

in air density across the boundary-layer top is small and therefore the turbulent flux of

mass out of the boundary layer equals the turbulent flux of mass into the boundary

layer. This is not the case for tracer; above the boundary layer there are much lower

tracer concentrations (or even zero tracer) than there are within the boundary layer. The

complete form of the resulting tracer budget equation is
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∂ρ̂t

∂t
= (ρt)h

∂h

∂t
+(uρt)h

∂h

∂x
+(vρt)h

∂h

∂y
− ∂

∂x
(ûρt)−

∂

∂y
(v̂ρt)− (wρt)h +S− (w′ρ′t)h. (6.6)

However this can be re-written as

∂ρ̂t

∂t
= (ρt)h

∂h

∂t
− D̂t + At + S − (w′ρt)′h, (6.7)

where D̂t is the depth integrated divergence of tracer given by

D̂t =
∂

∂x
(ûρt) +

∂

∂y
(v̂ρt), (6.8)

and AT is large-scale advection of tracer given by

At = (uρt)h
∂h

∂x
+ (vρt)h

∂h

∂y
− (ρtw)h = (ρt)h(u.n)h. (6.9)

The divergence, D̂t, and large-scale advection, At, terms are shown in Figure 6.11 for day

9 and day 11 for both the smooth drag experiment and the land drag experiment. These

experiments were chosen for direct comparison as they represent opposite ends of the

spectrum. The smooth drag was chosen rather than the no drag case because it produces

a more realistic life cycle and boundary-layer structure. The land drag case was selected

instead of the rough land case because the life cycle in the rough land case develops

at an unrealistically slow rate. After nine days of the smooth drag life cycle (Figures

6.11a and 6.11b) there is strong divergence of tracer on the southern and eastern edges of

the anticyclone and significant convergence of tracer into the western edges of the warm

conveyor belt source region. At the same time there is a loss of tracer from the boundary

layer by large-scale advection in the warm conveyor belt source region, but the rate of

increase of tracer due to convergence is greater than the rate of loss by advection. By

day eleven the convergence of tracer into the warm conveyor belt footprint has weakened

(Figure 6.11c), whereas the loss by large-scale advection (Figure 6.11d) has increased.

The warm conveyor belt footprint has changed shape considerably between days nine and

eleven, becoming much narrower and extending further south. In the land drag experiment
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similar spatial patterns are observed. At both day nine (Figure 6.11e) and eleven (Figure

6.11g) the maximum increase in tracer mass due to convergence occurs on the western

most edge of the warm conveyor belt footprint and there is strong divergence of tracer

to the south and east of the anticyclone. In contrast to the smooth drag experiment

the tracer gain due to convergence increases between days nine and eleven, although the

maximum moves southwards, and therefore appears to be more in balance with the loss of

tracer due to large-scale advection than was the case for the smooth drag experiment at

the same stage. The loss of tracer due to large-scale advection is shown in Figures 6.11f

and 6.11h. The greatest decrease in boundary-layer tracer mass occurs on the southern

and western-most edges of the conveyor belt footprint, and also moves southwards with

time.

To accurately quantify the balance between the convergence term and the large-

scale advection term the rate of change of boundary layer tracer mass due to each process

can be integrated over the area identified as the conveyor belt footprint. This is the area

enclosed within the 0.65 cm s−1 vertical velocity contour on the boundary-layer top. The

same has also been done for the source term and the turbulent flux term, as these two

additional processes can alter the amount of tracer available in the footprint region. Figure

6.12 shows the rate of change of tracer mass, integrated over the conveyor belt footprint

region, due to these four processes for the smooth drag experiment (Figure 6.12a) and the

land drag experiment (Figure 6.12b). In both experiments the large-scale vertical motion

and convergence within the boundary layer are the dominant terms. The surface emission

and turbulent flux terms are both small. Although the emission strength is uniform in

time and space, the rate of change of tracer mass in the conveyor belt footprint area is

not constant in time as the area of the footprint changes with time. In the smooth drag

experiment the increase of tracer mass due to convergence is greater than the decrease in

tracer mass due to the large-scale vertical motion up until day ten and a half. After this

point, the tracer convergence is weaker than the removal of tracer due to vertical motion,

consistent with Figure 6.11. This indicates that after day 10.5 there is not sufficient tracer

in the warm conveyor belt footprint region to realise the full ventilation potential of the

life cycle, allowing the mass flux to be greater than the tracer flux. However, the timing

of this does not agree with the results shown in Figure 6.9, where after only nine days

the tracer flux did not increase at the same rate as the mass flux. This implies that the

hypothesis stated previously - that with little frictionally induced convergence tracer is
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Figure 6.11: Rate of change of tracer mass in the boundary layer due to (a) divergence (cDt) in the

smooth drag case after 9 days, (b) advection (At) in the smooth drag case after 9 days, (c) divergence in

the smooth drag case after 11 days, (d) advection in the smooth drag case after 11 days, (e) divergence in

the land drag case after 9 days, (f) advection in the land drag case after 9 days, (g) divergence in the land

drag case after 11 days, (h) advection in the land drag case after 11 days. Black contour is on 0.65 cm s−1

vertical velocity contour on the boundary-layer top. Note different colour scales between panels.
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Figure 6.12: Rate of change of tracer mass (evaluated over 30 minutes) in the boundary layer within

the conveyor belt source region as a function of time due to: horizontal convergence (black), large-scale

advection (blue), surface emission of tracer (red) and turbulent exchange between the boundary layer and

free troposphere (purple). (a) smooth drag experiments and (b) land drag experiment.

not supplied into the conveyor belt footprint rapidly enough - is partly true. However, this

also suggests that another process may be acting to prevent tracer from being ventilated

out of the boundary layer between day nine and day ten and a half. The likelihood of

this hypothesis is increased when the no drag case is considered; from day 5 onwards the

tracer flux is much weaker than the tracer flux in the smooth drag experiment whereas the

mass flux in the no drag case is similar to the mass flux in the smooth drag experiment

throughout the whole life cycle.

So far the horizontal distribution of tracer in the boundary layer has been considered.

However, for tracer to be ventilated, strong tracer concentrations must exist in the mid

to upper regions of the boundary layer. Thus, the vertical distribution of tracer is also

important and is now considered. The vertical distribution of tracer is determined by the

structure of the boundary layer, which is considerably different between the different drag

experiments. It was shown in Figure 6.5 that the depth of the boundary layer in the warm

sector decreases with decreasing drag.

Figure 6.13 shows the difference in potential temperature, ∆θ, between the top of

the boundary layer and the lowest model level ( ∆θ = θh−θ1). The difference in potential

temperature is a proxy for the thermal stratification of the boundary layer; where large

values exist there is a very stably stratified boundary layer. Figure 6.13a shows ∆θ for the

smooth drag case after 8 days. Strong stratifications are observed in the northern parts

of the warm sector. In contrast, Figure 6.13c shows ∆θ for the land drag experiment, also

after 8 days. With the increased drag the stratification in the warm sector is significantly
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Figure 6.13: Difference in potential temperature between the top of the boundary layer and the lowest

model level for (a) day 8 of the smooth drag experiment, (b) day 10 of the smooth drag experiment, (c)

day 8 of the land drag experiment, (d) day 10 of the land drag experiment. Solid black contour is the

0.65 cm s−1 vertical velocity contour on the boundary layer top. L marks the location of the minimum

surface pressure and H the maximum surface pressure.

reduced. In the smooth drag case, the strength of the stratification in the warm sector

increases with time and by day 10 (Figure 6.13b) the area of strong stable stratifications has

increased, extending southwards to occupy more of the warm sector. Similar behaviour,

an increase in stratification with time, is seen in the land drag case. However, even after

10 days the stratification is still much weaker than in the smooth drag experiment.

The stratification of the boundary layer in the warm sector has a large influence on

the vertical distribution of the tracer. This is demonstrated in Figure 6.14 where all vertical

tracer profiles within the conveyor belt footprint (defined as where the vertical velocity on

the boundary-layer top exceeds 0.65 cm s−1) have been plotted for the smooth drag case

and the land drag case. After 8 days of both experiments similar surface concentrations are

observed (Figures 6.14a and 6.14b). In the land drag case the tracer profiles are more well

mixed within the boundary layer than in the smooth drag case. This becomes more evident

after 10 days. In the smooth drag case (Figure 6.14c) very high surface concentrations,
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especially towards the southern part of the warm sector, are observed and the boundary

layer has significant gradients in tracer concentration across its depth. In contrast, after

10 days of the land drag experiment (Figure 6.14d) the boundary layer still appears to

be relatively well mixed except at higher latitudes. The effect of the greater stratification

in the smooth drag case is even more pronounced after 12 days. Figure 6.14e shows that

the boundary-layer depth in the land drag case has increased slightly in the warm sector

during the previous two days. The boundary layer remains well mixed with respect to

tracer concentrations after 12 days, whereas in the smooth drag case the boundary-layer

depth is shallower and tracer concentrations decrease rapidly from the surface to the top

of the boundary layer.

This demonstrates that, although tracer is transported into the correct regions of the

boundary layer in the horizontal plane for the majority of the life cycle in the smooth drag

experiment, the tracer is not mixed to the upper parts of the boundary layer which is where

the large-scale vertical motion associated with the warm conveyor belt is strongest. The

lack of vertical mixing is due to the minimal amount of surface friction and therefore the

lack of shear driven turbulence. Without significant mechanical mixing in the warm sector

very strong, and somewhat un-physical, potential temperature gradients were able to

develop near the surface which then prevented the tracer mixing to upper levels. Although

the no drag and smooth drag experiments are somewhat unrealistic, they were conducted

to investigate how important boundary-layer transport processes are in determining the

amount of boundary-layer ventilation and the final tracer distribution. The results shown

here demonstrate that although the structure of the boundary layer and the boundary-

layer transport processes do not control the amount of boundary-layer ventilation they

must be included to obtain the correct tracer distributions especially at low levels. Also

evident is that the presence of friction almost acts like an ‘on-off’ switch. Without frictional

effects the ventilation of tracer is considerably reduced and tracer distributions are strongly

altered. However, once a certain threshold in the amount of friction has been reached, for

example the value used in the ocean experiment, 0.56× 10−3, further increases in friction

will no longer increase the amount of tracer ventilated out of the boundary-layer.
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Figure 6.14: Vertical profiles of tracer concentration in the conveyor belt footprint areas for (a) Day 8

smooth drag, (b) Day 8 land drag, (c) Day 10 smooth drag, (d) Day 10 land drag, (e) Day 12 smooth

drag, (f) Day 12 land drag. The colour of the profiles represents the latitude that the profile is taken at.

Asterisks mark the boundary-layer depth.
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6.5 Dependence of ventilation on large-scale dynamics

The results presented so far in this Chapter have shown how life cycles react to differing

degrees of surface drag, and how the ventilation characteristics change as drag is altered.

The results have shown that surface drag, and therefore the structure of the boundary layer

and transport processes within the boundary layer, do not exert any significant control on

the efficiency of a life cycle to ventilate the boundary layer except for very small drag. This

implies that the large-scale dynamics is the limiting step in the amount of ventilation, and

therefore it is hypothesised that large-scale dynamics control the amount of ventilation.

This hypothesis will now be tested.

6.5.1 Theory

In Chapter 5 the warm conveyor belt was identified as an important process for trans-

porting mass and tracers out of the boundary layer. To estimate the strength of ascent

found in the warm conveyor belt the Quasi-Geostrophic (QG) Omega equation (Hoskins,

1997) can be utilised. A scale analysis can be performed on the QG Omega equation to

identify parameters that control the magnitude of ascent. The QG Omega equation can

be written in the Vorticity Advection Thermal Advection form (in terms of w rather than

ω),

N2∇2
hw + f2 ∂2w

∂z2
=

g

θ0
∇2

h(−Vg.∇hθ) − f
∂

∂z
(−Vg.∇hξg), (6.10)

assuming that β = 0, as is the case for these U.M. simulations. The terms on the right

hand side are the forcing terms: the first term is due to thermal advection and the second

term is due to differential vorticity advection. Forcing due to friction and diabatic effects

is neglected. For the purpose of estimating the amount of boundary-layer ventilation it

is necessary to estimate the vertical velocity near the top of the boundary layer. It is

commonly assumed that the thermal advection term dominates at low levels and that

vorticity advection is the dominant term at upper levels (Petterssen and Smebye, 1977).

Therefore, the differential vorticity advection term can be neglected, and normal scaling

arguments can be applied to the remaining terms to obtain

w =
−(g/θ0) (1/L2) Vg (∂θ/∂y)

N2/L2 + f2/H2
, (6.11)
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where L and H are typical synoptic length and height scales respectively. This scaling

assumes that the meridional temperature gradient is much greater than the zonal tempera-

ture gradient, which is the case in these U.M. simulations as there is no zonal temperature

gradient in the initial conditions. Additionally, by only considering the meridional thermal

advection forcing term, the ascent of the warm conveyor belt should be estimated rather

than ascent elsewhere in the system. This is because it is northerly advection of warm air

that forces the warm conveyor belt to ascend. Equation 6.11 can be simplified firstly by

using thermal wind balance to re-write the North-South temperature gradient in terms of

the vertical wind shear;

g

θ0

∂θ

∂y
= −f

∂Ug

∂z
, (6.12)

and secondly by assuming that the horizontal length scale, L, is equal to the Rossby length

scale of deformation, LRo,

LRo =
NH

f
, (6.13)

which is equivalent of assuming a Burger number of unity. By making these substitutions

into equation 6.11 an estimate for the strength of ascent in the warm conveyor belt can

be obtained;

w = wwcb =
+Vgf0

∂Ug

∂z

2N2
. (6.14)

This suggests that the strength of the warm conveyor belt, wwcb, and hence the potential

for boundary-layer ventilation, is directly proportional to the vertical wind shear, ∂Ug/∂z

(the strength of the zonal mid-latitude jet), the Coriolis parameter, f0, and the magnitude

of the north-south geostrophic wind component, Vg. Additionally the strength of the warm

conveyor belt is inversely proportional to the Brunt-Väisälä frequency, N2, and hence the

stratification of the troposphere.

This scale analysis suggests that a number of different idealised life cycles should be

simulated with differing jet strength, static stability parameters and Coriolis parameters

to investigate how the strength of the warm conveyor belt affects the amount of boundary-

layer ventilation. However, changing the magnitude of these three variables will change

significantly more about the life cycle than just the vertical velocity. The Eady Model
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(Eady, 1949), a linear analytical model of baroclinic instability, can be used to identify

how the growth rate of the cyclones will change. The maximum growth rate, σ, is

σ = −0.31
1

N

g

θ0

∂θ

∂y
= 0.31

1

N
f0

∂Ug

∂z
, (6.15)

assuming an infinitely wide jet. Increasing the strength of the zonal jet, or the Coriolis

parameter, will cause the life cycle to develop more rapidly, whereas increasing the strat-

ification will result in slower growth. The Eady Model also predicts the wavenumber,

k, that maximum growth will occur at, k = 1.6/LRo. However, in these experiments the

perturbation is chosen to force development at wavenumber six. Although this means that

the fastest growing mode will not initially be triggered, it does ensure that all the cyclones

are the same size. This is vital for this study as a larger cyclone will ventilate more mass

and tracer out of the boundary layer than a smaller, but equally intense system.

The QG scaling provides a framework for deciding which idealised experiments to

conduct. Additionally, QG theory can be used to develop a diagnostic which provides

a scaling for the amount of mass that can be ventilated out of the boundary layer by a

mid-latitude cyclone. It should be recalled that the amount of mass ventilated can differ

from the amount of tracer ventilated; however the estimate of ventilated mass is useful to

apply to tracer problems as it provides an upper bound on the amount of ventilation.

6.5.2 Experiments conducted

Numerical experiments have been conducted to investigate the role of vertical shear, tro-

pospheric stability and latitude on the amount of boundary-layer ventilation. The vertical

shear is altered by changing the maximum strength of the zonal jet in the initial condi-

tions. This is achieved by changing the value of U0 in equation 3.1. Five different values of

U0 were used; 35 m s−1, 40 m s−1, 45 m s−1, 50 m s−1 and 55 m s−1. (The height of the

jet was kept constant at 13 km in all experiments.) When values less than 35 m s−1 were

used it was found that the resulting baroclinic life cycle took an un-physically long time

to develop into a system resembling a real mid-latitude weather system. Jet strengths

exceeding 55 m s−1 resulted in extremely strong frontal features developing and therefore

were determined to be unrealistic. Four values of tropospheric stability were investigated.

The value in the control run, 0.004 K m−1, a slightly more stable value, 0.006 K m−1,

a very stable value, 0.008 K m−1, and also a less stable value, 0.002 K m−1. It should
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be noted that although the very stable stratification experiment has been included, the

life cycle develops very slowly and even after 13 days has barely reached maturity. The

lapse rate in the stratosphere was kept constant in all experiments. Life cycles with zonal

jets centred on four different latitudes (different values of f) were also investigated; 40oN,

45oN (the control latitude), 50oN and 55oN.

6.5.3 Effect of vertical shear, latitude and stability on life cycle evolution

The Eady model predicts how the large-scale aspects of the life cycle should change, and

a simple way to verify that the life cycle experiments performed here do as expected is

to consider the evolution of the domain-averaged eddy kinetic energy. Figure 6.15a shows

the average eddy kinetic energy as a function of time for the experiments with differing

magnitudes of vertical shear. It can be seen that an almost linear increase in the eddy

kinetic energy occurs as the vertical shear increases, as predicted by the Eady model.

Therefore, as the life cycles become more energetic with increasing shear, and stronger

baroclinicity, the hypothesis stated in Chapter 5 that the strength of the baroclinicity

exhibits a large control on the amount of boundary-layer ventilation remains plausible.

Figure 6.15b shows the domain-averaged eddy kinetic energy for the experiments with

differing stabilities. Again, the simulations are in good agreement with the Eady model;

the experiments with the strongest stratification develop the slowest and reach the lowest

maximums in eddy kinetic energy. The effect of the latitude of the jet, and therefore the

Coriolis parameter, on the eddy kinetic energy is shown in Figure 6.15c. As the jet moved

northwards and the Coriolis parameter increases, the peak in eddy kinetic energy occurs

sooner and is larger, as was expected from the Eady model.

The experiments were designed to force wavenumber six growth to ensure that the

cyclone size was kept as a constant. Figure 6.16 shows two life cycles, one with a jet

strength of 40 m s−1 and the other 55 m s−1, both at the time when they reach their

maximum in eddy kinetic energy. It is evident that the size of the cyclones is very similar

in both experiments, despite the large difference in the intensity of the cyclones.

6.5.4 Quasi-Geostrophic mass and tracer fluxes

QG theory has been used to identify the variables that control the strength of the conveyor

belt flows. Therefore, before an attempt is made to relate the mass and tracer fluxes to

a QG-based diagnostic, the actual mass and tracer fluxes should be compared to those
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Figure 6.15: Domain-averaged eddy kinetic energy for life cycle experiments with (a) different initial

jet strengths; green, 35 m s−1; blue, 40 m s−1; black, 45 m s−1; purple, 50 m s−1; and red, 55 m s−1.

(b) experiments with different initial tropospheric stability; purple, dθ/dz = 0.008 K m−1; blue, dθ/dz =

0.006 K m−1; black, dθ/dz = 0.004 K m−1; and red, dθ/dz = 0.002 K m−1. (c) experiments with different

Coriolis parameters; purple, 40oN ; black, 45oN ; blue, 50oN ; and red, 55oN . Note that the black line in

all three panels is the same and is the control life cycle as described in section 3.3.
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Figure 6.16: Surface pressure contours every 4 hPa. Solid contours show values less than 1000 hPa and

dashed contours values greater than 1000 hPa. The 1000 hPa contour has been omitted for clarity. Colours

show potential temperature at 1 km (a) U0 = 40 m s−1 experiment after 12.5 days of development and (b)

U0 = 55 m s−1 experiment after 9.5 days of development

calculated using the QG vertical velocity to ensure that using the QG approximation is

appropriate. The QG vertical motion is obtained by inverting equation 6.10 subject to

boundary-conditions; the vertical velocity must equal zero at the surface and at the model

lid. The vertical velocity on the boundary-layer top is now compared to the QG vertical

velocity on the boundary-layer top. Figure 6.17a shows the vertical velocity after eight

days of the control life cycle. After eight days there is ascent mainly in the region of

the warm front but there is also an area of weaker ascent ahead of the cold front in the

warm sector. A very similar pattern is seen in the QG vertical motion (Figure 6.17c)

and the magnitude of QG ascent is remarkably similar. By day twelve (Figure 6.17b) the

total ascent associated with the cold front is much stronger than that associated with the

warm front, and is found in a narrow, well defined band between 30oN and 50oN. The QG

vertical motion after twelve days is shown in Figure 6.17d. Differences are now evident

between this and the actual vertical velocity; in the cold frontal region (and especially

along the southern most part of the frontal zone) the QG vertical motion is significantly

weaker.

However, although during the later stages of the life cycle differences are evident,

when the domain-integrated total mass flux is compared to the QG domain-integrated

mass flux surprisingly good agreement is found. The QG domain-integrated mass flux is

calculated by interpolating the QG vertical velocity, wQG, onto the boundary-layer top to
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Figure 6.17: Actual vertical velocity (coloured contours) on the boundary layer top after (a) 8 days and

(b) 12 days of the control life cycle. Quasi-Geostrophic vertical velocity on the boundary layer top after

(c) 8 days and (d) 12 days. Black contours show potential temperature (contour interval of 4 K) at 1 km.

obtain (wQG)h and then by using

If (wQG)h > 0 then MF =

∫

A
ρh (wQG)h dA. (6.16)

Figures 6.18a-e shows both the actual and QG flux of mass out of the boundary-layer for all

experiments with different jet strengths. For all experiments good agreement is found up

until day eight, after which the QG mass flux is weaker than the actual mass flux. The peak

in the QG mass flux tends to occur a day before the actual mass flux. The QG mass flux

is less than the actual mass flux as QG theory neglects terms in the equations of motions

which are small compared to the Rossby number. The neglected terms include advection

of momentum by both the vertical wind component and the ageostrophic part of the wind,

and advection of ageostrophic momentum by the geostrophic part of the wind. Without

the inclusion of these terms fronts are not captured correctly; the ageostrophic circulation

does not alter the frontal structure, whereas when all terms are included the ageostrophic

circulation acts to tilt the frontal surface and increases the temperature gradient associated
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with the front, significantly strengthening the front. Figure 6.18f shows that using the QG

mass flux as a proxy for the total mass flux is a reasonable approximation to make; between

75% and 90% of the mass flux is captured by the QG mass flux. Interestingly, the QG

mass flux becomes a better approximation with stronger systems.

When the actual tracer fluxes are compared with the QG tracer flux (Figure 6.19a)

good agreement is found during the early stages of the cyclone. During the later part of

the cyclone a weaker correlation is found than that observed in the case of mass. The QG

approximation is poorer for tracer than for mass as the spatial distribution is much more

critical for tracer. The peak QG vertical velocity is found to be located mainly in the

warm frontal region and the warm sector throughout the life cycles, whereas the peak in

actual vertical velocity moves southwards along the cold front over time to regions which

have not experienced the same degree of ventilation as the warm sector has done, and

hence have more tracer available for venting.

6.5.5 Quantifying ventilation using QG theory

It has been shown in section 6.5.4 that using the Quasi-Geostrophic vertical velocity in

place of the actual vertical velocity when estimating the amount of ventilation out of the

boundary-layer is a reasonable approximation to make. This approximation is especially

valid during the growth stages of cyclogenesis. This indicates that a strong correlation

should exist between a QG-based diagnostic for the strength of the warm conveyor belt

and the actual amount of boundary-layer ventilation. This can be tested by plotting the

amount of ventilation against f0
∂Ug

∂z /2N2, which is proportional to the strength of the

QG vertical motion (equation 6.14), and therefore the intensity of the warm conveyor

belt. The values of all parameters (f0, ∂Ug/∂z and N) in this diagnostic are calculated

for all experiments from the initial conditions. f0 is calculated based on the latitude

that the zonal jet is initially centred upon. ∂Ug/∂z is calculated using U0/zt where U0

is the maximum jet strength in the initial conditions and zt is the height of the jet. N

is calculated from the specified tropospheric potential temperature profile. Figure 6.20a

shows the maximum domain-integrated rate of ventilation of mass that occurs during

the whole life cycle for the 11 different experiments plotted against the proxy for warm

conveyor belt strength. A very strong correlation can be seen. This implies that the

large-scale dynamics exert a strong control on the rate of ventilation of mass. Figure

6.20b is the same except for tracer, and again a high degree of correlation is seen between
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Figure 6.18: Domain-integrated mass flux out of the boundary layer (black lines) and the Quasi-

Geostrophic domain integrated mass flux (purple line) as a function of time for different jet strength

experiments. (a) 35 m s−1, (b) 40 m s−1, (c) 45 m s−1, (d) 50 m s−1, (e) 50 m s−1. (f) The ratio of the

Quasi-Geostrophic time and domain-integrated mass flux to the actual time and domain-integrated mass

flux versus jet strength.
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Figure 6.19: (a) Domain-integrated tracer flux out of the boundary layer (black lines) and the Quasi-

Geostrophic domain-integrated tracer flux (purple line) as a function of time for the control experiment

(Ujet=45 m s−1). (b) Ratio of the Quasi-Geostrophic time and domain-integrated tracer flux to the actual

time and domain-integrated tracer flux for different jet strengths.

the QG-based diagnostic and the rate of tracer transport out of the boundary layer. It

should be noted that the source strength controls the absolute rate of ventilation, however

changing the source strength would not change the gradient of Figure 6.20b due to the

reasons discussed in section 6.3.

Figures 6.20c and 6.20d show the total amount of mass and tracer ventilated over

the whole domain and over the whole evolution of the life cycle (days 0 to 13). A strong

linear correlation is found to exist between the QG-based diagnostic and the total amount

of ventilation. To quantify the relationships shown in Figure 6.20 the R-squared values,

y-intercept values and the gradients of the best fit lines that could be fitted to the data

are shown in Table 6.1. The gradients for all four regressions are strongly positive, which

demonstrates that as the system’s strength increases, the amount of ventilation does as

well. In all cases the best fit line does not go through the origin; all of the y-intercept

values are far from zero. In Figures 6.20a, 6.20c and 6.20d the y-intercept is negative,

which indicates that ventilation will be zero when f0
∂Ug

∂z /2N2 is small but positive. This

suggests that QG theory does not apply in this region of the parameter space, which is

plausible as baroclinic systems would not be expected to develop with such weak forcing.

6.6 Summary

The aim of this Chapter was to investigate the relative importance of the three transport

processes identified in Chapter 5, and to identify which process controls the amount of
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Figure 6.20: (a) Maximum domain integrated instantaneous mass flux against the QG diagnostic (di-

mensionless) for all experiments with different values of jet strength (black points), latitude (purple points)

and stability (blue points). The red point is the control simulation. (b) Same as (a) but for tracer instead

of mass. (c) Total ventilated mass plotted against QG diagnostics, colours are the same as in (a). (d)

Same as (c) but for ventilated tracer not mass.

ventilation. This was achieved by simulating a number of idealised baroclinic life cycles

in the idealised version of the Met Office Unified Model. Two sets of experiments were

conducted, one to quantify the importance of the boundary-layer transport processes, and

one to quantify the importance of the large-scale dynamics.

The results have shown that the amount of boundary-layer ventilation is controlled

by the large-scale dynamics, and therefore the strength of the warm conveyor belt acts as

the rate limiting step in determining the amount of ventilation. This can be concluded

due to the strong correlation that was found between a QG-based diagnostic, f
∂ug

∂z /2N2,

and both the maximum rate of ventilation and the total amount of ventilation out of the

boundary layer. This correlation was found to be linear. In direct contrast, the surface

drag, and hence the horizontal convergence and divergence within the boundary layer, was

found to have little impact on the amount of mass ventilated out of the boundary-layer

(the amount of tracer ventilated was found to be insensitive to surface drag once realistic
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Table 6.1: Properties of the linear relationships shown in Figure 6.20

Panel in Variable R2 value y-intercept gradient

Fig. 6.20

(a) maximum mass flux 0.965 −9.13 × 109 kg s−1 2.87 × 1013 kg s−1

(b) maximum tracer flux 0.963 1.04 × 109 kg s−1 8.55 × 1011 kg s−1

(c) total mass flux 0.949 −1.08 × 1016 kg 1.88 × 1019 kg

(d) total tracer flux 0.968 −7.01 × 1013 kg 8.00 × 1017 kg

values of drag were used, but more sensitive when very small (Cd ≤ 0.1 × 10−3), and

un-realistic, surface drag values were used). This does not mean that the boundary-layer

transport processes are un-important, but shows that the horizontal transport within the

boundary layer is not a limiting step on the efficiency of cyclones to ventilate the boundary

layer.

In the experiments with very little drag, strong stratifications within the warm sec-

tor developed, which trapped the tracer near the surface, preventing mixing to the upper

parts of the boundary-layer, and therefore reducing the amount of ventilation. Addition-

ally, during the later stages of the life cycles with weak surface drag, the importance

of the horizontal transport of tracer within the boundary-layer was realised. With little

drag the horizontal convergence of tracer into the warm conveyor belt source region was

weaker than the removal of tracer due to the warm conveyor belt’s ascent, and therefore

in this un-physical parameter space the rate limiting step is the horizontal divergence and

convergence within the boundary layer.



CHAPTER SEVEN

Conclusions and Discussion

The overall aim of this thesis was to develop a thorough understanding of how dry mid-

latitude weather systems transport pollutants out of the boundary layer and into the free

troposphere. The approach taken in this thesis to address this aim differs somewhat to the

case study approach used in the vast majority of previous studies. An idealised modelling

approach was used, as it allowed for more controlled experiments to be performed, and for

the complex problem to be reduced to only its crucial ingredients; transport by boundary-

layer turbulent mixing, transport by frictionally-induced horizontal motions within the

boundary layer and transport of tracer by large-scale advection. Decreasing the amount

of complexity, such as removing transport by moist processes, meant that these processes

could be understood clearly.

A review of the literature in Chapter 1 highlighted that transport of pollutants once

in the free troposphere has been investigated frequently by numerous authors and conse-

quently is reasonably well understood. In contrast, transport of pollutants on synoptic

scales within the boundary layer had not received any significant attention in previous

studies. On smaller scales, pollution transport within the boundary layer has been stud-

ied in detail, for example, the distribution of pollutants in urban areas and the evolution

of pollution plumes from smoke-stacks. These studies have shown the structure of the

boundary layer to be fundamental in determining the resulting pollution distribution.

This provided the motivation for the first section of the thesis, which is presented in

Chapter 4; how do synoptic-scale weather systems affect the structure of the boundary

layer? Although many conceptual models of boundary-layer structure exist, for example

the diurnal cycle, no conceptual model previously existed for boundary layers driven by

151
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synoptic-scale forcing, and therefore this was one aim of this thesis. Chapter 4 also quanti-

fied how air is exchanged between the boundary layer and free troposphere, indicating the

potential regions where the boundary layer could be ventilated and also the magnitude of

the ventilation. The interaction between the large-scale dynamics and the boundary-layer

structure was investigated by simulating two contrasting life cycles, LC1 and LC2, in the

Reading Intermediate Global Circulation Model (IGCM).

The second aim of this thesis was to identify the physical processes that lead to the

transport of pollutants within the boundary layer and free troposphere. This was achieved

by adding a passive tracer to the simulations of LC1 and LC2 in the IGCM. The tracer

was re-distributed throughout the domain by the model-resolved winds and the turbulence

diagnosed by the boundary-layer parameterisation scheme. Initialising the tracer at the

lowest model level of the IGCM and including a realistic boundary-layer scheme allowed

for the transport of tracer within the boundary layer to be investigated in detail. The

transport above the boundary-layer was also analysed by examining tracer concentration

in the troposphere. The results of this were discussed in Chapter 5.

The final aims of this thesis were to quantify the efficiency of mid-latitude cyclones

in ventilating the boundary-layer and to identify which atmospheric parameters determine

the amount of ventilation. This was investigated in Chapter 6 by simulating sixteen life

cycles in the idealised version of the Met Office Unified Model. Two sets of experiments

were designed and conducted. The first set aimed to quantify the importance of the

boundary-layer transport processes, which was achieved by simulating five life cycles with

different surface drag coefficients, and therefore different boundary-layer structures. The

second set of experiments was designed to test the importance of the large-scale dynamics

and hence the transport of pollutants out of the boundary-layer by the warm conveyor

belt. Eleven experiments were conducted with differing values of large-scale variables;

jet strength, jet latitude and tropospheric stability. These parameters were identified as

having a potentially large effect on the strength of ascent out of the boundary layer by

scaling the Quasi-Geostrophic omega equation.

7.1 Main Conclusions

The structure of the boundary layer has been shown to be strongly coupled to the large-

scale dynamics. Low-level thermal advection is the driving force of the boundary-layer
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structure on synoptic scales in these idealised life cycles. In the warm sector of both

LC1 and LC2 warm air is advected northwards over cooler surface temperatures resulting

in negative heat fluxes and stable stratifications. In contrast, on the eastern edge of

the anticyclone there are strong northerly winds advecting cold air over warmer surfaces,

inducing large positive heat fluxes and deep convective boundary layers. The mass budget

analysis showed that mass is transported into the boundary layer by entrainment behind

the cold front, and by large-scale subsidence in the central regions of the anticyclone. Air

was found to be transported from the boundary-layer to the free troposphere by large-

scale ascent in the warm sector of the cyclone. The mass budgets demonstrated that

regions of the boundary layer can lose or gain mass due to horizontal advection of mass

within the boundary layer by large-scale induced, and frictionally-enhanced, divergence

and convergence. Mass was shown to be diverged out of the anticyclonic region and

converged into the warm sector region. These results indicate that air can be cycled

between the boundary layer and free troposphere on synoptic time and spatial scales,

which has important consequences. Firstly, this shows that the boundary layer modifies

the properties of tropospheric air, as it is likely that the majority of tropospheric air in

the mid-latitudes has recently been transported through the boundary layer. Secondly,

this demonstrates that the passage of a mid-latitude cyclone can completely remove, and

replace, all of the air originally contained within the boundary layer. In the warm sector,

the boundary layer loses mass at an approximate rate of 0.03 kg m−2 s−1. Over a day

this corresponds to a transfer of approximately 2500 kg of air, per unit area, from the

boundary layer to the troposphere. The boundary layer in the warm sector has a typical

depth of 1000 m, and hence the boundary-layer integrated mass per unit area is 1000 kg.

Therefore, during one day a cyclone can easily completely remove the original boundary-

layer air mass. The rate that mass is transported out of the boundary layer by the cyclones

in this idealised study agrees reasonably well with results from Cotton et al. (1995), who

made global estimates of the rate of boundary-layer ventilation associated with many

different types of cloud systems. Cotton et al. (1995) estimated that each mid-latitude

cyclone ventilated 1 × 1016 kg of mass out of the boundary layer, and by assuming that

each cyclone lasted five days and covered an area of 1.4 × 106 km2, calculated that, on

average, a mid-latitude cyclone will vent the boundary layer at a rate of 0.016 kg m−2 s−1.

The evidence for transport within the boundary layer by divergence and convergence

has important consequences for air quality and pollution transport studies. It suggests
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that long range transport of atmospheric pollutants can occur within the boundary layer

as well as in the free troposphere. Finally, it has been emphasised that there are strong

interactions between boundary layer and synoptic-scale processes, which suggests that

to fully understand boundary-layer, or synoptic-scale features, it may be necessary to

consider processes at a range of scales.

Chapter 5 investigated the physical processes that transport pollutants within the

boundary layer and free troposphere. The first conclusion drawn from Chapter 5 is that

pollutants are transported by three physical processes. They are:

1. vertical turbulent mixing within the boundary layer,

2. horizontal transport within the boundary layer due to Ekman induced motions (con-

vergence and divergence),

3. transport across the boundary-layer top and through the free troposphere due to

large-scale advection, associated with the warm conveyor belt.

A second important conclusion from Chapter 5 is that all three of these processes

are highly interlinked, indicating that transport on all spatial and temporal scales needs

to be considered together rather than as independent processes.

Since two out of the three transport processes occur in the boundary layer, this

stresses the importance of the boundary-layer structure; the boundary-layer transport

processes determine the distribution of pollutants at low levels where they have the greatest

impact on day to day life. Additionally, as turbulent mixing and horizontal advection

affect the amount of tracer located in the conveyor belt source region this suggests that it

is necessary to consider boundary-layer processes in ventilation studies, even on synoptic

scales. Previous studies which examined transport by conveyor belts have not considered

the tracer distribution within the boundary layer, but have identified turbulent mixing to

increase the amount of boundary-layer ventilation. Agust́ı-Panareda et al. (2005) found

that when only advection acted on a passive tracer significantly less tracer was removed

from the boundary layer than when turbulent mixing and advection were allowed to act

together.

Chapter 5 also confirmed the warm conveyor belt to be the dominant pollution trans-

port process once pollutants are in the free troposphere. No boundary-layer ventilation or

pollution transport by the cold conveyor belt was identified, which is thought to be due to
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the lack of moisture in these experiments. However, even if moisture was included, trans-

port by the cold conveyor belt is expected to be less than the warm conveyor belt. Firstly,

because in conceptual models of cyclones the cold conveyor belt is weaker, and secondly,

because in previous case studies the cold conveyor belt has not been found to ventilate the

boundary layer. The warm conveyor belt was found to actively ventilate the boundary

layer for up to four days and to have a meridional extent ranging from 35oN to 60oN.

The amount of ventilation between LC1 and LC2 was remarkably similar up until day 12

and, by day 15, LC1 had ventilated 42% of the tracer out of the boundary layer and LC2

50%. This suggests that the strength of the baroclinicity, which is the same in the initial

conditions of LC1 and LC2, exerts a control on the efficiency of mid-latitude cyclones to

ventilate the boundary layer. In simulations of LC1 and LC2 without a boundary-layer

scheme acting, Polvani and Esler (2007) also found that the amount of boundary-layer

ventilation by LC1 and LC2 is very similar. However, the percentage of tracer found

to be ventilated out of the boundary layer by Polvani and Esler (2007) is much lower

than found here. Polvani and Esler (2007) find that LC1 (LC2) ventilates 17% (14%)

and 31% (31%) of tracer initialised beneath 0.5 km and 2.5 km respectively, whereas in

this thesis, where a boundary-layer scheme is included, values between 40% and 50% are

found. This comparison suggests that the inclusion of a boundary-layer parameterisation

scheme, and hence the turbulent mixing and Ekman divergence processes, increases the

amount of boundary-layer ventilation. However, it should be noted that the inclusion of

a boundary-layer parameterisation scheme does not change the similarity in the amount

of ventilation between LC1 and LC2.

It would be inappropriate to directly compare the percentages obtained in this ide-

alised study with those found in previous case studies due to differences in the domain

size (the domain used here extends from the pole to equator) and in the method of tracer

initialisation. Additionally, the quantitative values of boundary-layer ventilation reported

here may differ from those found in the real atmosphere due to the assumptions made in

this idealised framework; for example moist processes were excluded in these experiments.

Including moist processes, and therefore latent heat release, would decrease the static sta-

bility and lead to stronger ascent, as well as increasing the growth rate of the baroclinic

life cycle. Combined, these two consequences of moisture are likely to lead to more rapid

transport of tracer, and transport of tracer to higher levels. However, the inclusion of

moisture would also result in the tracer being transported by convection. This transport
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would be on much faster timescales than transport by conveyor belts, and if included here

would likely increase the amount of boundary-layer ventilation. It has been shown that,

when comparing the efficiency of mid-latitude cyclones to ventilate the boundary layer,

the percentage of tracer transported to the free troposphere is an inappropriate diagnostic,

and a much more meaningful diagnostic is the mass or tracer flux out of the boundary

layer. By considering a flux, the rate of ventilation is quantified, rather than just the

total amount, and a mass or tracer flux is much less sensitive to the domain size than a

percentage value is.

Although the amount of ventilation is found to be remarkably similar between LC1

and LC2, the regions of the boundary layer that are ventilated differ between the two life

cycles; the region of maximum ventilation is further north in LC2 than in LC1. This is

a consequence of the differing degrees of meridional displacement that the two life cycles

experience, which occurs due to the background state that the initial perturbation devel-

ops in. Therefore, if there is a preference for either type of background state (cyclonically

or anticyclonially sheared) to dominate within a storm track then there will also be a

preference in the boundary-layer locations to be ventilated by the resulting cyclones. The

background state of the storm tracks has previously been documented to be related to

climatic states such as the North Atlantic Oscillation (NAO) and the El Niño Southern

Oscillation (ENSO). The positive phase of the NAO is found to be related with anticy-

clonically breaking synoptic scale waves, and the negative phase cyclonic breaking (Rivière

and Orlanski, 2007). Additionally, Eckhardt et al. (2004) found that when the NAO is in a

positive phase warm conveyor belt transport is faster and directed further north. Shapiro

et al. (2001) found that during the 1997 - 99 ENSO cycle the upper level jet was displaced

in the meridional direction which altered the barotropic wind shear over the Central and

Eastern Pacific storm track, and hence influenced the evolution of extra-tropical cyclones.

The relative importance of the three transport processes was investigated in Chapter

6 by conducting two sets of experiments. Life cycles were simulated in the U.M. with

either different large-scale dynamics or different surface drag coefficients to determine

whether the large-scale advection, or the horizontal convergence and divergence within

the boundary layer, is the limiting step in determining the amount of boundary-layer

ventilation.

A diagnostic based on Quasi-Geostrophic theory has been developed to estimate

the baroclinicity, and therefore the strength of ascent, in a mid-latitude cyclone. Strong
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correlations were found to exist between this diagnostic and both the total amount of

ventilation and the maximum rate of ventilation. This strong correlation between the

large-scale dynamics and the amount of ventilation shows that advection by the warm

conveyor belt is the transport process which acts as the limiting step, and therefore de-

termines the amount of boundary-layer ventilation. This has significant consequences;

it indicates that using Lagrangian trajectory models to study pollution transport will

capture the majority of the transport in non-convective conditions. This is an approach

taken previously by numerous authors, but with little proof for neglecting boundary-layer

processes (most trajectory models such as FLEXPART (Stohl et al., 2005) do include an

estimate of turbulent transport but the turbulence is estimated using the Langevin equa-

tion, and therefore is statistically based). The results presented here provide justification

for this approach.

It was shown that the ventilation of mass was insensitive to the surface drag coeffi-

cient. This shows that transport by the frictionally-enhanced divergence and convergence

within the boundary layer is not a constraining, or limiting, factor in the ventilation pro-

cess. The amount of tracer ventilated was found to be sensitive to the drag coefficient, but

only when very smooth surfaces (Cd ≤ 0.1 × 10−3) were considered. In the experiments

with little drag the amount of tracer ventilated into the free troposphere decreased consid-

erably compared to the experiments with higher drag coefficients. Additionally, the tracer

flux decreased at stages of the life cycle when the mass flux was still increasing, implying

that the life cycles were not fully achieving their potential for ventilation. Without surface

friction, very strong stable stratifications developed in the warm sector, which prevented

the tracer from mixing in the vertical to the upper parts of the boundary-layer, which is

where the warm conveyor belt removes tracer from. In the experiments with little surface

drag, the absence of friction was found to reduce the horizontal convergence of tracer into

the source regions of the warm conveyor belt during the later stages of the life cycle. This

meant that the warm conveyor belt began to run out of tracer to ventilate, and that the

full tracer ventilation potential of the life cycle was not realised. The shows that in the case

of un-physically smooth surfaces the limiting transport process is horizontal convergence

and divergence within the boundary layer.

These results show that from a theoretical viewpoint, two possible ventilation

regimes exist; one over rough (realistic) surfaces in which the large-scale dynamics limit

the amount of ventilation, and the second over very smooth (un-realistic) surfaces where
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boundary-layer transport processes limit the amount of ventilation. However, the sec-

ond regime does not occur within realistic parameter space, and therefore would not be

observed in any ventilation case studies.

These results have considerable consequences for climatology studies. The large-

scale dynamical variables that are required to estimate the QG diagnostic are commonly

available in re-analysis datasets, such as ERA-40. Therefore, climatologies of boundary-

layer ventilation could be derived by estimating the QG diagnostic for each cyclone in

different storm tracks, and therefore obtaining an estimate of the potential amount of

ventilation. Additionally, as the amount of ventilation was found to be independent of the

magnitude of surface drag, it would not be necessary to treat cyclones over land differently

to those over the ocean in a climatology study. This would simplify the task of calculating

a climatology considerably.

7.2 Future work

The results found from the idealised modelling experiments presented in this thesis have

enhanced the understanding of how pollutants are ventilated out of the boundary layer by

mid-latitude weather systems. However, to understand the complex problem of boundary-

layer ventilation, considerable simplifications to reality were made in this thesis and many

potentially important processes were omitted from the experiments. Primarily, these in-

clude moist processes, the diurnal cycle, temporal variations in the surface temperatures

and spatial variations in surface type (roughness). Additionally, the tracer that was used

in all experiments was a highly simplified approximation to a pollutant; no sinks, such as

chemical destruction or dry deposition, were included.

If this work was to be continued, further degrees of complexity should be added,

one by one, to the idealised simulation. The absence of a diurnal cycle means that the

boundary-layer structure in these experiments is only influenced by synoptic-scale forcing.

If a diurnal cycle was included the relative importance of the diurnal cycle forcing of the

boundary layer to the synoptic forcing could be quantified. The inclusion of a diurnal

cycle would also introduce a new process for transporting pollutants from the boundary

layer to the free troposphere. During the daytime, pollutants are mixed throughout the

boundary layer. At sunset the boundary layer collapses, leaving pollutants in the residual

layer above the boundary layer where there is little turbulence. When this occurs the
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pollutants form a low-level layer which is decoupled from the surface and therefore the

pollutants have effectively been transported into the free troposphere. The significance of

this processes in the overall amount of ventilation could be quantified if a diurnal cycle

was included.

Moisture could also be added to the simulations, which would introduce pollution

transport by convection. Embedded convection within the frontal zones and the warm

conveyor belt, along with shallow convection in the cold air behind the cold front, would

enhance the amount of ventilated tracer, but without performing the experiments it is

difficult to estimate by how much. Therefore, if a moist idealised life cycle was simulated,

an attempt at quantifying the relative importance of transport by convection and transport

by advection could be made. Additionally, if a range of moist life cycles were performed, an

investigation into which types of life cycles are more likely to be dominated by convective,

rather than advective, transport could be performed. However, as well as introducing a

new transport process, including moisture would increase the growth rate and intensity

of the life cycles, which may also alter the efficiency of the life cycles to ventilate the

boundary layer.

Complexity could also be added to the simulations by introducing sinks of tracer,

mainly dry deposition, wet deposition (rain out) and chemical destruction. The simplest

way to introduce chemical destruction would be to examine the transport of multiple

tracers with different (constant) decay rates, and investigate how the chemical sink affects

the tracer distribution. A slightly more complex, and more realistic, method would be to

introduce tracers which have decay rates that are dependent on temperature. This would

allow the idealised experiments to be closer to reality in terms of chemical behaviour.

A second approach which could be taken to extend the work presented in this thesis

towards more realistic situations would be to apply the results of Chapter 6 to re-analysis

data such as the ERA-40 dataset. The potential for ventilation for each cyclone within the

dataset could be estimated using the Quasi-Geostrophic diagnostic developed in Chapter 6.

This would provide the opportunity to develop a climatology of boundary-layer ventilation

by mid-latitude weather systems. The regions of the boundary-layer on a global scale that

are most likely to be ventilated could be located and compared with the latitude bands

identified in Chapter 5. A time series of boundary-layer ventilation over the 40 years that

ERA-40 is available for could also be calculated, allowing for any changes in boundary-

layer ventilation to be quantified.
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