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Abstract

We consider an inverse scattering problem for the Schrödinger operator
in two dimensions. The aim of this work is to discuss some first numerical
results on Saito’s formula. Saito’s formula is an explicit integral formula,
which at the high-frequency limit gives a uniqueness result for the inverse
scattering problem. The numeric approach is quite straight-forward: we take
a large enough fixed wave number and evaluate the integrals in Saito’s formula
numerically. The potential function can then be recovered from the blurry
measurements by using the fast Fourier transform and a high-pass filter. We
also discuss in detail how the synthetic data is generated via a matrix-based
approach. Several numerical examples are shown to demonstrate the results.

1 Introduction
This paper is concerned with an inverse scattering problem for the time-independent
Schrödinger operator

Hu := −∆u+ V u, in R2, (1)

where ∆ = d2

dx21
+ d2

dx22
is the Laplace operator in R2 and where the potential function

V belongs to a suitable function space. In scattering theory, one often considers the
equation

Hu = k2u, u = u0 + usc, u0(x, k, θ) = eik〈x,θ〉, (2)

where k > 0 is the wave number, u0 is the incoming plane wave with incident
direction θ ∈ S1 := {x ∈ R2 | |x| = 1} and usc is the outgoing scattered field. Here
〈·, ·〉 denotes the usual inner product in R2. The scattered field is required to satisfy
the following Sommerfeld’s radiation condition (see e.g., [3, 28]) at infinity:

lim
|x|→∞

|x|
1
2 (〈x/|x|,∇usc〉 − ikusc) = 0,
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uniformly to all directions x/|x| =: θ′ ∈ S1, where the symbol ∇ denotes the gra-
dient. We mention also that there exists a Besov space characterization of the
radiation condition, see for example [14]. Under the radiation condition there exists
a unique solution to (2) and this solution can be equivalently obtained as the unique
solution to the Lippmann-Schwinger integral equation

u(x, k, θ) = u0(x, k, θ)−
∫
R2

G+
k (|x− y|)V (y)u(y, k, θ)dy. (3)

Here G+
k is the kernel of the integral operator (−∆ − k2 − i0)−1. This kernel is

a radiating fundamental solution to the differential operator −∆ − k2, that is, it
satisfies the radiation condition at infinity and (−∆ − k2)G+

k = δ in the sense of
distributions.

In scattering theory one is interested in measurements far away from the scat-
terer. This asymptotic behaviour of the solution u at |x| → +∞ is given by

u(x, k, θ) = u0(x, k, θ)−
1 + i

4
√
π

eik|x|√
k|x|

A(k, θ, θ′) + o

(
1√
|x|

)
, (4)

where θ′ = x/|x| ∈ S1 is the measurement direction. The function A(k, θ, θ′) is
called the scattering amplitude and it is defined by

A(k, θ, θ′) =

∫
R2

e−ik〈θ
′,y〉V (y)u(y, k, θ)dy.

Before diving deeper into Saito’s formula, let us mention some previous numerical
results in the spirit of this paper. In acoustic tomography, de Hoop et al. [11] studied
a fixed energy problem. They showed how to recover an unknown potential from the
Dirichlet-to-Neumann map using the so-called D-bar method, which is based on the
exponentially growing complex geometric optics solutions, and developed methods
to solve the required boundary integral equations. Research has also been done on
the fixed energy problem for the Schrödinger operator, for which Fotopoulos, Harju
and Serov [8, 26] used a Born approximation of the so-called scattering transform
to reconstruct the unknown potential function. For multi-frequency measurements,
numerically the inverse Born approximation is very effective [9]. It is simply the
Fourier transform of the scattering amplitude in the frequency domain and can be
used for instance with backscattering data, i.e. when the measurement direction
θ′ = −θ and with fixed angle data where θ or θ′ is kept constant, see e.g. [7]. We
mention also the recent results [15, 16, 17], where inverse scattering for the Helmholtz
equation is considered. Their approach is based on a convexification of the Dirichlet-
to-Neumann map and the methods are tested on synthetic and experimental data
sets.
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In 1982 Y. Saitō [22] showed that for a three-dimensional close-range potential
V the following limit holds:

lim
k→∞

k2
∫
S2×S2

e−ik〈θ−θ
′,x〉A(k, θ, θ′)dθdθ′ = C

∫
R3

V (y)

|x− y|2
dy.

Since then, this formula has been generalized to all dimensions n ≥ 2 [21] with more
general, possibly nonlinear, potentials V [23, 25] and in some cases with different
operators H [30]. In this work our attention is on the two-dimensional result

lim
k→∞

k

∫
S1×S1

e−ik〈θ−θ
′,x〉A(k, θ, θ′)dθdθ′ = 4π

∫
R2

V (y)

|x− y|
dy. (5)

Provided that V is sufficiently integrable, for example V ∈ Lp2δ(R2), where 2 < p ≤
∞ and δ > 1 − 1

p
, Saito’s formula holds uniformly in x ∈ R2. Here Lpδ(R2) is the

weighted Lebesgue space defined by the norm ‖f‖Lpδ(R2) := ‖(1 + |x|2)δ/2f‖Lp(R2).
Furthermore, the right-hand side of formula (5) defines a bounded function. Since
the right-hand side is equal to zero (in the sense of distributions) only when V ≡ 0
we obtain the following uniqueness result.

Theorem 1.1. Let V1, V2 ∈ Lp2δ(R2), where 2 < p ≤ ∞ and δ > 1 − 1
p
. If the

corresponding scattering amplitudes A1(kj, θ, θ
′) and A2(kj, θ, θ

′) are equal for some
sequence kj → +∞ and for all directions θ, θ′ ∈ S1, then the potentials V1 and V2
are equal almost everywhere.

Remark 1.2. In this work we do not consider the rate of convergence in Saito’s
formula. In our numerical experiments, taking k ≥ 10 yields reasonable reconstruc-
tions: see Section 4 for more.

From numerics point of view the difficulty of using Saito’s formula for inverse
scattering problems arises from number of oscillatory integrals: it can be difficult
to even obtain the synthetic data. The approach we take in this text is to compute
the scattered field only inside the support of V , which we will assume is compact,
and then use

A(k, θ, θ′) =

∫
R2

e−ik〈θ
′,y〉V (y)u(y, k, θ)dy = F [V u(·, k, θ)](kθ′). (6)

The benefit of this point of view is that one has only to calculate u within the
support of V , where G+

k behaves nicely with respect to oscillations so that V u is not
too badly oscillating. So if we can compute the required oscillatory Fourier integral,
we can obtain our simulated measurements. Highly oscillatory integrals of Fourier-
type have been researched thoroughly and many algorithms exist for their numerical
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evaluation. We mention here the works of Evans and Webster [4, 5], Iserles [12, 13],
Levin [20], and Shampine [27].

This paper is organized as follows. We start in Section 2 by generating the sim-
ulated measurements. This is done by solving the Lippmann-Schwinger equation
inside the support of V and then taking the Fourier transform of V u. In Section
3 we first compute the integral of Saito’s formula over incident and measurement
directions numerically. We then give a simple fast Fourier transform based filtering
method to invert Saito’s formula. Finally, in Section 4 we show several numeri-
cal examples which demonstrate the recovery of the shape,location and size of the
potential V .

2 Simulating the scattering amplitude
Let us denote the integral operator appearing in the Lippmann-Schwinger equation
by Lk, that is,

u(x, k, θ) = u0(x, k, θ)−
∫
R2

G+
k (|x− y|)V (y)u(y, k, θ)dy

=: u0 + Lku. (7)

It follows from Agmon’s estimates (see Appendix A of [1]) that if δ > 1/2 the
resolvent

(−∆− k2 − i0)−1 : L2
δ(Rn)→ L2

−δ(Rn)

is a bounded operator (in the uniform operator topology) which satisfies good norm
estimates:

‖(−∆− k2 − i0)f‖L2
−δ(R2) ≤

C0

k
‖f‖L2

δ(R2) (8)

for some constant C0 which only depends on δ. Using this fact, the solution u to
(3) can be obtained as the Neumann series in L2

−2δ(R2):

u =
∞∑
j=0

uj =
∞∑
j=0

Ljku0,

provided that k > k0 is sufficiently large. Here

uj(x, k, θ) := −
∫
R2

G+
k (|x− y|)V (y)uj−1(y, k, θ)dy, j = 1, 2, . . .

and u0(x, k, θ) = eik〈x,θ〉. For our purposes it is sufficient to have the solution u on
the support of V . In particular, if the support K of V is compact, we have that
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the operator Lk defined in (7) is compact on L2(K) and it satisfies the estimate (8)
with some different constant.

In some past works on scattering problems with farfield data [6, 9, 29] the ap-
proach has been to compute the solution

u(x, k, θ) ≈ u0(x, k, θ)−
∫
R2

G+
k (|x− y|)V (y)

M∑
j=0

uj(y, k, θ)dy.

The downside to this approach is that one has to compute the integrals iteratively
with, for example, Simpson’s rule and Kress rectangular rule [18, 19], which is com-
putationally expensive. Also the large value of the wave number k poses difficulties,
since

G+
k (|x− y|) =

i

4
H

(1)
0 (k|x− y|) ≈ (1 + i)

4
√
π

eik|x−y|√
k|x− y|

,

where H(1)
0 is the Hankel function of the first kind. If V is compactly supported and

the measurements are made far away, at e.g., x = Rθ′ for some θ′ ∈ S1 and R > 0
large, we see that the kernel is both small in size and oscillatory as y varies in the
support. In any case, this approach would give the scattering amplitude directly,
since from (4) we can solve

A(k, θ, θ′) ≈ (−2 + 2i)
√
πkRe−ikR(u(Rθ′, k, θ)− u0(Rθ′, k, θ)).

In this work we calculate the scattering amplitude as a Fourier transform

A(k, θ, θ′) =

∫
R2

e−ik〈θ
′,y〉V (y)u(y, k, θ)dy = F (V u(·, k, θ)) (kθ′).

This way, if the potential function V is compactly supported, it suffices to evaluate
the solution of (2) (or equivalently of (3)) just inside supp(V ).

Our approach is a modification of Vainikko’s method to solving the Lippmann-
Schwinger equation [31]. In essence, Vainikko substitutes instead of G+

k , V and u
in the Lippmann-Schwinger equation their piecewise constant approximations and
obtains a linear system

u(xj, k, θ) = u0(xj, k, θ)− h2
m∑
i=1

G+
k (xj − xi)V (xi)u(xi, k, θ),

where h is the step length of the discretization. In [31] also the convergence of this
algorithm is studied as h → 0. This will be also our viewpoint, but instead of the
piecewise constant approximation of G+

k (xj − xi)V (xi) we take it’s integral over xi
inside the ith pixel. Consider a grid of m pixels

Rj = [xj − h/2, xj + h/2]× [yj − h/2, yj + h/2], j = 1, . . . ,m,
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of width and height h, containing the support of V . Let χA denote the characteristic
function of a set A ⊂ R2, that is,

χA(x) =

{
1, if x ∈ A,
0, if x 6∈ A.

(9)

For brevity, let χj := χRj , j = 1, . . . ,m, denote the characteristic function of each
pixel. We then replace u by a piecewise constant approximation

u ≈
m∑
j=1

αjχj,

where αj is the value of u at the center xj = (xj, yj) of the jth pixel. This way we
obtain the approximation

Lku(xi) ≈ Lk

(
m∑
j=1

αjχj

)
(xi)

=: Liα,

where Li is the ith row of Lij = Lk(χj)(xi) ∈ Cm×m and α = (α1, . . . , αm).
Here one has to calculate the integrals

Lk(χj)(xi) = −
∫
R2

G+
k (|xi − y|)V (y)χj(y)dy

at each point xi over each pixel Rj. The small size of the pixels helps, since it
restricts oscillations of G+

k . The kernel G+
k has a logarithmic singularity along the

diagonal x = y, so we need to separate the integration to two cases: we use Simpson’s
2n+1-point quadrature rule outside of the diagonal i 6= j and the Kress rectangular
rule [18, 19] on the diagonal i = j. The Kress quadrature is of the form∫ 1

0

f(x)dx ≈
n−1∑
j=1

wjf(xj), wj =
2π

n
w′
(

2πj

n

)
, xj = w

(
2πj

n

)
and it is suited for integrals with end-point singularities. If the singularity occurs
at some other point c ∈]0, 1[, we can adapt to the intervals [0, c] and [c, 1] instead.
Here we choose to use the weight function

w(t) =
tp

tp − (2π − t)p
, p = 3.

Having computed the matrix L, the values αj of u can be solved from

α = αin + Lα,
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where αin contains the piecewise constant approximation of u0. One can choose to
solve the arising linear system directly and in principle have α = (I − L)−1αin. A
faster, more robust way is to calculate few iterations of the Neumann series

α =
∞∑
j=0

Ljαin.

The convergence of this series follows from the mapping properties of the operator
Lk. In our examples (described in Section 4) the matrix norm of L is close to
0.05, depending on the example. We use α ≈

∑5
j=0 Ljαin. This way we obtain the

solution to (3) inside the support of V as a function of x.

Remark 2.1. The matrix L does not depend on the incident or measurement di-
rections, but it does depend on the wave number k. For our purpose this is good,
since Saito’s formula requires data over all directions at a high enough wave number.
If one wants to use measurements at multiple frequencies, this approach is not so
attractive due to the need to calculate a separate matrix for each wave number.

Remark 2.2. Multiple approaches to the numeric solution of the direct scattering
problem exist, and we mention the volume integral equation methods, expanding
grid methods and coupled finite element and boundary element methods (for more
discussion see Section 8.7 of [3] and the references therein). The principal difficulty
in all of the above methods is that the domain is infinite. Our approach is a modi-
fication of [31] and most akin to the integral equation method, where one solves the
Lippmann-Schwinger equation directly. This strategy is well-suited to our purpose,
since it is quite simple to compute the required integrals inside compact sets. Other
methods are useful when one wants to know the solution to the scattering problem
in large, possibly unbounded domains or if one wants to vary the wave number k.

Next, our task is to compute the scattering amplitude (6). Saito’s formula asks
for large k so we use a quadrature designed for oscillatory integrals. In [4] Evans
and Webster propose a modified Levin method for the quadrature

I =

∫ 1

−1
f(x)eiτxdx ≈

N∑
j=0

wjf(xj),

where the weights wj are chosen so that the equation is exact for a set of functions
fk. Levin’s approach is to pick fk = iτpk + p′k, j = 0, . . . , N , in which case one
obtains N + 1 complex linear equations

[pk(x)eiτx]1−1 =
N∑
j=0

wj

(
iτpk(xj) + p′k(xj)

)
.
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At this point, Evans and Webster recommend the Chebyshev nodes xj = cos(jπ/N)
and the Chebyshev polynomials pk(x) = Tk(x), k = 0, . . . , N . We use N = 13. This
choice leads to a stable (see page 210 of [4] for estimates) interpolatory quadrature
rule which is exact for all polynomials of degree ≤ N . This quadrature works on the
interval [−1, 1], but it is easy to deal with an arbitrary interval [a, b] via the change
of variables x = 1

2
(b−a)t+ 1

2
(b+a). The quadrature can also be implemented in the

two-dimensional setting using formulae of Levin [20]. Figure 1 depicts the real-part
of the scattering amplitude for incident direction θ = (1, 0) ∈ S1 measured for fixed
k = 20. In this example the potential function V is a characteristic function of a
small ellipse, see Example 1 in Section 4.
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Figure 1: Real-part of the scattering amplitude with incident wave travelling to the
right with direction θ = (1, 0) and k = 20. The potential is a characteristic function
of an ellipse centered at (1, 1).

3 Inverting Saito’s formula
Having obtained the synthetic data A(k, θ, θ′) we can start working on the inverse
problem. To use (5) one needs to calculate the double integral over the incident and
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measurement directions. We do this via the usual polar coordinate expression∫
S1×S1

e−ik〈θ−θ
′,x〉A(k, θ, θ′)dθdθ′ =

∫ 2π

0

∫ 2π

0

e−ik〈θ(t)−θ
′(s),x〉A(k, θ(t), θ′(s))dtds,

(10)
where θ(t) := (cos(t), sin(t)) and θ′(s) := (cos(s), sin(s)). The double integral is
calculated with Legendre-Gauss n-point quadrature rule.
Remark 3.1. The author also tested some quadratures designed for oscillatory in-
tegrals to integrate over the angles in Saito’s formula, but these methods did not
work so well. A possible alternative for Legendre-Gauss rule would be composite
Simpson’s quadrature, but in two dimensions this requires roughly four times the
amount of incident and measurement directions only to result in similar accuracy.
The reason is that n-point Simpson’s rule (in one dimension) is accurate for poly-
nomials of degree n, while Legendre-Gauss is exact for polynomials of order 2n
(without subdivisions). Since the exponential in Saito’s formula is oscillatory to
some directions, the high order terms in its Taylor expansion will be significant.
In possible applications Simpson’s rule has the benefit that the nodes are evenly
spaced. Some discussion on the difficulties arising from the kernels of the form
exp(i[x cos(θ)− y sin(θ)]) for large x, y ∈ R can be found from [10].

Now (5) tells us that the above double integral at the limit k → +∞ is equal to

S(x) := 4π

∫
R2

V (y)

|x− y|
dy.

This integral is of convolution type,

S(x) = 4π

(
V ∗ 1

| · |

)
(x),

and it can be inverted by using techniques from harmonic analysis. Let us define
the Fourier transform of a smooth rapidly decaying function f by

f̂(ξ) ≡ F(f)(ξ) :=

∫
R2

e−2πi〈x,ξ〉f(x)dx.

The inverse Fourier transform is given by

F−1(f)(x) :=

∫
R2

e2πi〈x,ξ〉f(ξ)dξ.

The Fourier transform can be extended to tempered distributions by duality. Let
now g(x) = 1/|x|. It can be shown (see e.g., page 200 of [24]) that in the sense of
tempered distributions

F(g)(ξ) =
1

|ξ|
.
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By using this, and the properties of the Fourier transform and convolution, we find
the inversion algorithm

1

4π
F−1

(
|ξ|F (S) (ξ)

)
(x) = F−1

[
|ξ|F

(
V ∗ 1

| · |

)
(ξ)

]
(x)

= F−1
(
|ξ|V̂ (ξ)

1

|ξ|

)
(x)

= V (x).

Actually, this theory is familiar from computed tomography, where in context of the
X-ray transform it appears when working with the filtered back-projection (see for
example [2]). The above high-pass filtering can be easily implemented numerically
by using the fast Fourier transform. It should be noted that the choice of the filtering
and the fast Fourier transform grid do affect the quality of the reconstruction.

Remark 3.2. In practise, instead of the high-pass filter |ξ| one might use a different
windowing function to enhance some desired features of the target. Some commonly
used windowing functions are described in Section 7 of [2].

4 Examples
Let χA denote the characteristic function of a compact set A ⊂ R2 as in (9) and let
ϕA ∈ C∞0 (R2) be a smooth function, supported in A. More precisely, the ϕA-function
we use is given as a C∞0 -function on an ellipse {(x, y) ∈ R2 | (x/a)2 + (y/b)2 <
1, a, b > 0} by the formula

ϕellipse(x, y) =

{
exp

(
1

(x/a)2+(y/b)2−1

)
, (x/a)2 + (y/b)2 < 1,

0, otherwise.

We also apply a rotation, so that the ellipse is tilted by 45 degrees. In the sequel
we consider the following examples:

1. V (x) = 0.5χellipse(x), for k = 5, 10, 14, 15, 20, 25,

2. V (x) = 0.5χrectangle(x), for k = 20,

3. V (x) = 0.25ϕellipse(x), for k = 10,

4. V (x) = 0.5χU(x), for k = 10.

5. V (x) = 0.5χsquare(x) + 0.7χellipse(x), for k = 30.
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In all of the examples the data A(k, θ, θ′) is corrupted by Gaussian white noise with
standard deviation σ = 0.02 max(|A(k, θ, θ′)|). The measurements are conducted at
64 incident and 64 measurement angles, determined by the Legendre-Gauss quadra-
ture nodes (see (10)), yielding a total of 4098 measurements. The support of V is
divided into 6400 pixels and the construction of the 6400 × 6400-matrix L is done
in 12minutes. The evaluation of the solution u with five iterations of the Neumann
series combined with the computation of the oscillatory Fourier integral at 4098
points takes approximately 14minutes on a standard desktop computer with an In-
tel i7 processor and 16Gb RAM. Computation of both could possibly be optimized
further by better employing parallel computation.

Given the measurements the inversion algorithm is fast. Let Q = [−4, 4]× [−4, 4]
be the reconstruction grid, which contains the support of the unknown potential V .
We divide the reconstruction grid into 80× 80 = 6400 evenly sized pixels. The nu-
meric integration with Legendre-Gauss rule is simply a sum of 4098 elements at each
of the 6400 pixels and can be done in 1–1.5 seconds. The high-pass filtering with
fast Fourier transform is equally quick, happening almost instantaneously. Figure 2
shows the double integral of (5) (the left-hand side) computed from the synthetic
measurement and the precise convolution integral computed using the actual un-
known for Example 1. The resulting reconstructions from the high-pass filtering are
depicted in Figures 3–9, where the figure on the left shows the precise unknown and
the figure on the right is the numerically computed reconstruction from synthetic
measurements. The relative errors

εrel =
|V (x)− Ṽ (x)|
‖V ‖L∞(R2)

of Example 1 are shown in Figure 5. Here Ṽ denotes the numerical reconstruction.

5 Conclusions
We described an approach to implementing Y. Saito’s formula from 1982 numeri-
cally. As it turns out, one has to be little careful when generating synthetic data
in the presence of multiple oscillatory integrals. The difficulties with oscillations
can be overcome by separating the region of integration into smaller pixels and us-
ing quadratures designed for oscillatory integrals. The inversion of Saito’s formula
is done at a fixed wave number k by numerically integrating with Legendre-Gauss
quadrature and then deblurring the result with the fast Fourier transform and a
high-pass filter. The resulting reconstructions indicate that this method can be
used to recover important information (shape, location and to a reasonable extent
size) about the potential function.
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Integral of scattering amplitude over angles
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Figure 2: Example 1. The result of the integral of the scattering amplitude over
directions on the right compared to the precise convolution integral of the unknown
potential on the left.
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Figure 3: Far-view of Example 1 with k = 14. Precise unknown on the left and the
numeric reconstruction on the right. Some error can be seen further away from the
potential V . This is caused by the number of Legendre-Gauss quadrature nodes in
the integration of Saito’s formula. Location and shape of the scatterer are captured
quite accurately.
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Figure 4: Example 1. Comparison of different values k = 5 top-middle, k = 10
top-right, k = 15 bottom-left, k = 20 bottom-middle and k = 25 bottom-right.
Top-left figure is the precise unknown target.
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Figure 5: Example 1. Comparison of the relative errors at different values k = 5
top-middle, k = 10 top-right, k = 15 bottom-left, k = 20 bottom-middle and k = 25
bottom-right. Top-left figure is the precise unknown target. Some error can be seen
at the boundary of the characteristic function (jump discontinuity) for the values
k = 10, 15, 25 while there is also some error in the middle when k = 5, 20.
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Figure 6: Example 2 with k = 20. The target is a characteristic function of a
rectangle. Precise unknown on the left and the numeric reconstruction on the right.
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Figure 7: Example 3 with k = 10. The target is a smooth bump function supported
in an ellipse. Precise unknown on the left and the numeric reconstruction on the
right.
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Figure 8: Example 4 with k = 10. The target is a characteristic function of a U-
shaped region. Precise unknown on the left and the numeric reconstruction on the
right.
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Figure 9: Example 5 with k = 30. The support of the target is non-connected,
constisting of characteristic functions of a disc and a square. Precise unknown on
the left and the numeric reconstruction on the right.
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