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Abstract. We develop and investigate radiation conditions at infinity for com-
posite piezo-elastic waveguides. The approach is based on the Mandelstam radia-
tion principle according to which the energy flux at infinity is directed away from
the source and which implies constraints on the (sign of the) group velocities. On
the other side, the Sommerfeld radiation condition implies limitations on the wave
phase velocity and is, in fact, not applicable in the context of piezo-elastic wave
guides. We analyze the passage to the limit when the piezo-electric moduli tend
to zero in certain regions yielding purely elastic inclusions there. We provide a
number of examples, e.g. elastic and acoustic waveguides as well as purely elastic
insulating and conducting inclusions.

1. Introduction

1.1. Aim of the paper. In piezoelectric waveguides, the natural interaction of
elastic and electromagnetic fields causes complications with respect to a routine
consideration of the propagation of time-harmonic waves. In fact, the correspond-
ing system of partial differential equations is not self-adjoint or is lacking formal
positivity if transformed to another equivalent formulation, cf. Sections 1.2 and
1.3. This peculiar feature stems from the intrinsic energy transition between the
above mentioned fields, and it renders many standard methods inapplicable requir-
ing workarounds as in [27, 18, 36, 34] and others. In the present paper, we develop an
approach to impose physically relevant radiation conditions at infinity in composite
periodic piezoelectric waveguides, based on the Mandelstam radiation principle, see
[20] and, e.g., [46, Ch. 1], [33, Ch. 5], and [30]. For acoustic, elastic and quantum
waveguides this principle includes the use of the Umov-Poynting vector.1 However,
as we will see in Section 1.3, wave processes in piezoelectric waveguides are governed
by another functional, namely the electric enthalpy [41], a sesquilinear Hermitian
form, which is unfortunately not semi-bounded.

Since the piezoelectricity boundary value problems under consideration are ellip-
tic, asymptotic decompositions of solutions at infinity follow directly from old results
for monochromatic waves and wave packets in cylindrical and periodic waveguides,
see [11, 24] and also [33, Ch.3,5]. These results require neither formal self-adjointness
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1This vector indicates the direction of the energy transfer in acoustic and elastic bodies, and it
was introduced by N.A.Umov [43] in 1873 and later, in 1884, by J.H.Poynting [38] for electromag-
netic waves. In piezoelectric media such a vector has to be named after both scientists.
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nor formal positivity of the boundary value problem. Then, the introduction of an
appropriate classification of ”incoming/outgoing” waves becomes the most impor-
tant question. With this aim in mind, we will derive in Section 3.1 a representation
formula for the Umov-Poynting vector of the enthalpy. We show that it is pro-
portional to a symplectic (sesquilinear and anti-Hermitian) form q(·, ·), which also
appears as a surface integral in the Green formula serving the piezoelectricity prob-
lem. This is a crucial observation for our approach to radiation conditions. Indeed,
concerning elliptic problems in domains with cylindrical or periodic outlets, there
exist general results on the integral representation of the coefficients in the asymp-
totic expansions of solutions at infinity, see [22], [25] and also [33, Ch.3]; these results
demonstrate that the form q is non-degenerate, cf. Section 3.3, and, therefore, in-
duces an indefinite metric in the space L of propagating waves. At this point we
apply the classical algebraic theorem, cf. [16] on the existence of a convenient basis

{wout/in
(1) , . . . , w

out/in
(N) } in L such that

q
(
wout
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out
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)
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(
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q
(
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(m), w
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(n)

)
= −q

(
win

(n), w
out
(m)

)
= 0 ,(1.1)

where m,n = 1, . . . , N and δm,n is the Kronecker symbol. Notice that the dimension
dimL is the even number 2N , also due to the above theorem.

Normalization and orthogonality conditions (1.1) yield existence and uniqueness
results for the piezoelectricity problem, once it is endowed with the corresponding
radiation conditions (that is, incoming waves are excluded from the solution at
infinity). They also yield the unitarity of the scattering matrix, see Section 4.3. For
similar results in elasticity and electricity and a simpler version of the symplectic
form q, see [33, Ch. 5,§6], [29], [30].

It should be mentioned that the Sommerfeld radiation principle fails for vectorial
problems and periodic waveguides (see [23], [46, Ch. 1], [30] in the case of elasticity
and [5] for a scalar problem). At the same time, it has been observed in [29, 30] that
the limiting absorption principle leads to ”strange” inferences, when the problem
has ”almost standing” waves [31] at the threshold frequencies, see Section 5.6. The
Mandelstam principle does not have such defects and therefore must be considered
as the universal one. Moreover, in Section 1.3 we will also show that, using the
electric enthalpy instead of energy, one can circumvent the problem of the lack of
formal positivity in the corresponding stationary problem, although positivity is
always assumed in the existing literature on the Mandelstam principle.

Piezoelectric waveguides, which are used in the engineering practice, are composite
materials and always contain purely elastic parts. These cause a complication for the
statement of our piezoelectricity problem and they require some specification of our
results. First of all, the waveguide must be periodic instead of cylindrical, because
usually piezoelectric inclusions form a periodic subset in a cylindrical purely elastic
body. Secondly, the physical moduli of the waveguide material must be piecewise
continuous only. Finally, we will need to perform a passage to the limit, where the
piezoelectric moduli vanish in a certain region and the piezoelectric material turns
into an elastic one, and, thus, the radiation conditions themselves, the asymptotic
decomposition of solutions at infinity and the scattering matrix must be handled in
such a way that this limit procedure is possible.
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Figure 1. Waveguide: domains

In order to simplify proofs and shorten formulas we will consider only waveguides
with a single outlet to infinity, but treating several outlets could be done using the
same techniques.

1.2. Periodic composite piezoelectric waveguide. Let $ ⊂ Rd, d = 1, 2 be a
bounded domain in the layer {x = (y, z) : y ∈ Rd−1, z ∈ (0, 1)}. We set

$k = {x : (y, z − k) ∈ $} , Π =
⋃
k∈Z

$k,(1.2)

where Z is the set of integers, and assume that the interior Π of the periodic set
(quasicylinder) Π is a domain with Lipschitz boundary and, thus, is in particular
a connected set. The period has been reduced to 1 by rescaling and, therefore,
the longitudinal and transversal coordinates, which are denoted by z = xd and
y = (x1, x2) (d = 3) or y = (x1) (d = 2), respectively, become dimensionless. The
piezoelectric waveguide Ω is also bounded by a Lipschitz surface ∂Ω and consists of
two parts Ω±, where Ω+ is the semi-infinite quasicylinder Π+ = {x ∈ Π : z ≥ 0}
and Ω− is a domain with compact closure Ω− = Ω− ∪ ∂Ω− in the half-space (d = 3)
or half-plane (d = 2) Rd

− = {x : z < 0}, see Fig. 1..
In order to describe the essential phenomena in the piezoelectric body Ω, we

employ the vector-matrix notation known as the Voigt-Mandel notation, cf. [3, 17,
26] and use the superscripts M and E for the mechanical and electric characteristics,
respectively. We introduce the displacement vector field uM = (uM1 , . . . , u

M
d ) and

the scalar field uE = −ϕ, where uMj is the projection of uM onto the xj-axis, ϕ
is the electric potential and > stands for transposition. In this way, vectors are
realized as columns in the Euclidean space Rd with the fixed Cartesian coordinate
system x = (x1, . . . , xd) = (y, z). We also define the mechanical strain and electrical
strength columns of height d = 1

2
d(d+ 1) and d, respectively,

εM(uM) = DM(∇x)u
M , εE(uE) = DE(∇x)u

E ,(1.3)
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where

DM(∇x) =

 ∂1 0 0 0 2−1/2∂3 2−1/2∂2

0 ∂2 0 2−1/2∂3 0 2−1/2∂1

0 0 ∂3 2−1/2∂2 2−1/2∂1 0

> for d = 3,

DM(∇x) =

(
∂1 0 2−1/2∂2

0 ∂2 2−1/2∂1

)>
for d = 2,(1.4)

DE(∇x) = ∇x = (∂1, . . . , ∂d)
> , ∂k = ∂/∂xk , k = 1, . . . , d.

We emphasize that

εM =
(
εM11, ε

M
22, ε

M
33,
√

2εM23,
√

2εM31,
√

2εM12

)>
for d = 3,

εM =
(
εM11, ε

M
22,
√

2εM21

)>
for d = 2(1.5)

with the Cartesian components εMjk = 1
2
(∂ku

M
j +∂ju

M
k ) of the strain tensor; the factors

2−1/2 and
√

2 in (1.4) and (1.5) are to equalize the natural norms of symmetric
tensors of rank 2 and columns of height d, when substituting tensors in the Voigt-
Mandel notation. The stress column σM, which has the same structure as in (1.5),
and the electric induction column σE of height d are related with columns (1.3) by
the central laws of piezoelectricity

σM = AMMεM − AMEεE

σE = AEMεM + AEEεE,(1.6)

where AMM and AEE are the rigidity and dielectric permeability matrices of size d×d
and d × d, respectively. These are both symmetric and positive definite, while the

piezoelectric d× d-matrix AME =
(
AEM

)>
may be arbitrary. These matrices include

elastic, dielectric and piezoelectric moduli, respectively, and they are composed in a
standard way in accordance with definitions (1.3)–(1.6), see e.g. [3, 26, 18, 36].

We will describe the dependence of the (d + d)× (d + d)-matrices

(1.7) A =

(
AMM −AME

AEM AEE

)
, A\ =

(
AMM −AME

−AEM −AEE

)
on the variables x ∈ Ω in the next section. It should be emphasized that in the
case AME = Od×d, which is the null d × d-matrix, elastic and electric fields do not
interact, and the piezoelectricity problem decouples into a pure elasticity and an
electricity problems, cf. Section 6.1, and, moreover, both matrices (1.7) become
symmetric. However, if AME 6= Od×d, then the matrix A looses symmetry, while A\
stays symmetric in all cases.

We combine the mechanical and electric quantities by putting

u =

(
uM

uE

)
, ε =

(
εM

εE

)
= D(∇x)u , σ =

(
σM

σE

)
= Aε.(1.8)

Then, the piezoelectricity system of partial differential equations reads as

D(−∇x)
>A(x)D(∇x)u(x) = Λ%(x)EU(x) , x ∈ Ω,(1.9)

see for example [37, 41, 9]. Here Λ = κ2 and κ > 0 are the spectral parameter and
the frequency of time harmonic oscillations, % > 0 is the material density

D(∇x) =

(
DM(∇x) O1×d
Od×d DE(∇x)

)
, E = diag{Id, 0},(1.10)
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and Id is the unit d× d-matrix.
We assume that the waveguide is mechanically clamped over the surface Γ ⊂ ∂Ω

of an ideal conductor. The remaining part of the waveguide surface is traction-free
and in contact with an ideal insulator, for example, vacuum. The corresponding
boundary conditions are

u(x) = 0 , x ∈ Γ(1.11)

D(n(x))>A(x)D(∇x)u(x) = 0 , x ∈ ∂Ω \ Γ.(1.12)

Here, n = (n1, . . . , nd)
> is the outward unit normal and the matrix function D(n(x))

is obtained from D(∇x) in (1.4) by replacing ∇x 7→ n(x).
The absence of the spectral parameter Λ in the last, ”electrical”, line is caused by

the null component in the diagonal matrix E in (1.10), and this means that we treat
the low- and mid-frequency ranges of the spectrum of the piezoelectric waveguide,
neglecting the electro-magnetic oscillations, cf. [37, 41, 9]. Furthermore, we need
to assume that the subset Γ+ = {x ∈ Γ : z ≥ 0} is 1-periodic in the longitudinal
direction, in order to keep the wavequide periodic. For a technical reason, cf. Section
6.4, we assume in addition that Γ is an open connected set. Indeed, the electric
potential −uE is defined only up to a constant on each connected component of the
conductor surface γ and, thus, can be set to zero as in (1.11) only in the case γ is
connected. The disconnected case would require several additional formulations and
arguments, which we want to avoid, as our paper is devoted to different aspects.

1.3. Energy and enthalpy. The weak formulation of problem (1.9), (1.11), (1.12)
is written as the integral identity [15, 19](

AD(∇x)u,D(∇x)v
)

Ω
= Λ(%uM, vM)Ω ∀v ∈ H1

0 (Ω; Γ).(1.13)

Here (·, ·)Ω is the natural scalar product in the Lebesgue space L2(Ω) and H1
0 (Ω; Γ)

is the Sobolev space of functions satisfying the Dirichlet condition (1.11). We will
not distinguish between spaces of vector valued functions and scalar functions in the
notation.

The form E(u, v), which is defined by the left-hand side of (1.13), is not Hermitian,
because of the minus sign in the first matrix (1.7). However, if the vector function
u is real, it gives rise to the positive quadratic functional

E(u, u) =
(
AMMDM(∇x)u

M, DM(∇x)u
M
)

Ω

+
(
AEEDE(∇x)u

E, DE(∇x)u
E
)

Ω
,(1.14)

which is equal to the sum of elastic and electric energies in the body Ω. Yet, the
piezoelectric matrix AME is missing from the functional E(u, v), hence, it cannot
serve the complete piezoelectricity problem (1.13), nor can the Mandelstam princi-
ple be based on this governing functional. In order to derive appropriate radiation
conditions we need to choose a different weak formulation of the problem and intro-
duce a different governing functional.

It is noteworthy that the Griffith fracture criterion [7], which is based on the
calculation of the elastic energy in a damaged solid, does not work directly in piezo-
electricity for the same reason as just above, cf. [37]: when restricted on real-valued
functions, the piezoelectric functional (1.14) loses information on the interaction of
mechanical and electric fields. Another functional, namely the electric enthalpy, is
considered in the paper [41], see also [14] and many others, with the purpose of
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adapting this classical fracture criterion to cracks in piezoelectric media. This gives
rise to the sesquilinear Hermitian form to be introduced in (1.19).

Our purpose is to apply the general theory in [33, Ch. 3, 5], which deals with
formally self-adjoint elliptic boundary problems, and in view of the above mentioned
problems we modify the structure of the differential operators on the left-hand sides
of (1.9) and (1.12) with the help of the second matrix in (1.7), which has been
made symmetric. This will compensate the lack of formal self-adjointness, caused
by the non-Hermitivity of E(u, v); however, the resulting Hermitian form E(u, v)
will not be semi-bounded and in particular not positive, with potential problems for
the structure of the spectrum. The latter problem will be overcome in Lemma 2.1,
where the positivity of the spectrum is proven.

We thus continue by changing the signs on the electrical line of the system (1.11)
and rewriting it with

L(x,∇x)u(x) = D(−∇x)
>A\(x)D(∇x)u(x) = Λ%(x)Eu(x) , x ∈ Ω.(1.15)

Then, the boundary conditions (1.11), (1.12) turn into

u(x) = 0 , x ∈ Γ,(1.16)

N(x,∇x)u(x) = D(n(x))>A\(x)D(∇x)u(x) = 0 , x ∈ ∂Ω \ Γ.(1.17)

Furthermore, taking the scalar product of (1.15) and a test vector function v, in-
tegrating by parts in Ω and using the boundary conditions (1.16), (1.17) yield the
variational (weak) formulation of the piezoelectricity problem

E(u, v) = Λ(%uM, vM)Ω ∀v ∈ H1
0 (Ω; Γ)(1.18)

with the sesquilinear Hermitian form

E(u, v) =
(
A\D(∇x)u,D(∇x)v

)
Ω
.(1.19)

This is not semi-bounded, due to the evident observation

E
(
(uM, 0), (uM, 0)

)
≥ CM‖DM(∇x)u

M;L2(ω)‖2 , CM > 0,

E
(
(0, uE), (0, uE)

)
≤ −CE‖∇xu

E;L2(ω)‖2 , CE > 0.

Indeed, notice the minus sign of the right lower block in the second matrix (1.7) and
recall that the blocks AMM and AEE are positive definite.

The functional 1
2
E(u, u) is called the electric enthalpy [41], and in the sequel we

will use the latter formulation of the piezoelectricity problem in the waveguide Ω.
To cover the case of composite waveguides we assume that the entries of the

matrix A\ and the density % are measurable bounded functions in Ω and satisfy the
usual positivity conditions

(ξM)>AMM(x)ξM ≥ cMA |ξM|2 ∀ ξM ∈ Cd,

(ξE)>AEE(x)ξE ≥ cEA|ξE|2 ∀ ξE ∈ Cd,

%(x) ≥ c% for almost all x ∈ Ω,(1.20)

where cMA , cEA and c% are positive constants. Moreover, in the quasicylinder Π+ there
should hold the representations

A\ = A◦\ (x) + Ã\(x) , %(x) = %◦(x) + %̃(x),(1.21)
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where the components A◦\ and %◦ are 1-periodic in z and still satisfy conditions

(1.20), whereas the remainders Ã\ and %̃ are subject to the estimates

‖Ã\(x);C(d+d)×(d+d)‖ ≤ CAe
−αz , |%̃(x)| ≤ C%e

−αz(1.22)

with some positive constants α, CA and C%.
The matrix differential operators L◦(x,∇x) in Π and N◦(x,∇x) in Γ◦ are con-

structed in the same way as in (1.15) and (1.17), respectively, replacing A\(x) by
A◦\ (x). Here, Γ◦ is a 1-periodic subset of the surface ∂Π such that Γ+ = {x ∈ Γ◦ :
z ≥ 0}.

In the case AME = Od×d the system (1.15) decouples into the elasticity system

LM(x,∇x)u
M(x) := DM(−∇x)

>AMM(x)DM(∇x)u
M(x) = Λ%(x)uM(x)(1.23)

and the stationary electricity equation

LE(x,∇x)u
E(x) := ∇>xAEE(x)∇xu

E(x) = 0(1.24)

with ”wrong” sign in the differential operator. We will discuss in Section 6 vari-
ous limit procedures as in [18], which allow us to consider composite piezoelectric
waveguides with conductive or isolating pure elastic parts.

2. Piezoelectric Floquet waves.

2.1. Model problem in the periodicity cell. General properties of the problem
(1.15)–(1.17) in usual or weighted Sobolev spaces are determined by the spectrum of
an auxiliary (”model”) problem in the periodicity cell $, (1.2), as has been shown
in [24], see also the book [33, Ch. 3 and 5] and the review paper [28]. For the
sake of the clarity of the presentation and references to the book [33], we assume
that the coefficients of the differential operators and the boundary are smooth, for
instance, of the Hölder class C2,δ. The model problem is obtained from the following
”completely periodic” problem in the infinite quasicylinder

L◦(x,∇x)u
◦(x) = Λ%◦(x)Eu◦(x) , x ∈ Π,

u◦(x) = 0 , x ∈ Γ◦ , N◦(x,∇x)u
◦(x) = 0 , x ∈ ∂Ω \ Γ

◦
,(2.1)

by means of the Floquet-Bloch-Gelfand-(FBG-)transform (see [6] and[33, 40, 12])

u(y, z) 7→ û(y, z; η) = U(y, z; η) =
1√
2π

∑
j∈Z

e−iη(j+z)u(y, j + z),(2.2)

where η ∈ [−π, π] is the dual variable (the Floquet parameter). Notice that (y, z) ∈
Π on the left of (2.2) but (y, z) ∈ $ on the right. Since û is 1-periodic in z and

∂zû = ∂̂zu− iηû, the model problem reads as

L◦(x,∇y, ∂z + iη)U(x; η) = M(η)%◦(x)EU(x; η), x ∈ $,(2.3)

U(x; η) = 0, x ∈ Γ◦,(2.4)

N◦(x,∇y, ∂z + iη)U(x; η) = 0, x ∈ ς = ∂$ \ (γ ∪ τ 0 ∪ τ 1),(2.5)

U
∣∣
τ1 = U

∣∣
τ0 , ∂zU

∣∣
τ1 = ∂zU

∣∣
τ0 .(2.6)

Here, τ p = {x ∈ Π : z = p} for p = 0, 1 and γ = {x ∈ Γ◦ : 0 < z < 1} are the ends
and the clamped part of the lateral surface {x ∈ ∂$ : 0 < z < 1} of the periodicity
cell. Moreover, M(η) is a new notation for the spectral parameter,

L◦(x,∇x) = D(−∇x)
>A◦\ (x)D(∇x) ,
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N◦(x,∇x) = D(n(x))>A◦\ (x)D(∇x)(2.7)

while A◦\ and %◦ are taken from (1.21).

The variational formulation of the problem (2.3)–(2.6) reads as2(
A◦\D(∇y, ∂z + iη)U(·; η), D(∇y, ∂z + iη)V

)
$

= M(η)(%◦UM(·; η), V M)$ ∀V ∈ H1
0per($; γ),(2.8)

where H1
0per($; γ) is the Sobolev space of functions vanishing on γ and satisfying

the first periodicity condition in (2.6). We emphasize that in the case γ = ∅ the
constant vector U = (UM, UE) = (0, C) satisfies the problem (2.8) or (2.3)–(2.6)
with η = 0 and any M ∈ C. Thus, to make the spectrum of the problem (2.3)–(2.6)
discrete, we always implicitly assume that

η = 0, γ = ∅⇒
∫
$

UE(x; 0)ds = 0.(2.9)

Lemma 2.1. The spectrum of the problem (2.8) (or (2.3)–(2.6) in differential form)
is discrete and forms an unbounded monotone sequence

0 ≤M1(η) ≤M2(η) ≤ . . . ≤Mn(η) ≤ . . .→ +∞.(2.10)

The functions [−π, π] 3 η 7→Mn(η) are continuous and 2π-periodic.

Proof. The embedding H1($) ⊂ L2($) is compact and both sesquilinear forms in
(2.8) are Hermitean, while the requirement (2.9) makes their common null space 0-
dimensional; thus, according to [4, Ch. 10], the spectrum is discrete. Moreover, given
η ∈ R, an eigenvalue M(η) ∈ R and its vector eigenfunction (UM(·; η), UE(·; η)), we
insert V = (UM,−UE) into the integral identity (2.8) and obtain(

AMM◦DM(∇y, ∂z + iη)UM, DM(∇y, ∂z + iη)UM
)
$

+
(
AEE◦DE(∇y, ∂z + iη)UE, DE(∇y, ∂z + iη)UE

)
$

+
(
AEM◦DM(∇y, ∂z + iη)UM, DE(∇y, ∂z + iη)UE

)
$

−
(
AME◦DE(∇y, ∂z + iη)UE, DM(∇y, ∂z + iη)UM

)
$

= M(%0UM, UM)$.(2.11)

The first and second scalar products on the left-hand side of (2.11) as well as the
right-hand side are real, therefore, the sum of the third and fourth products vanishes.
Thus, M ≥ 0 in the case UM ≡/ 0 in $. If UM ≡ 0 in $, then DE(∇y, ∂z+ iη)UE = 0
and we have UE = 0 in view of (2.9). �

Remark 2.2. The problem (2.8) can be transformed into an abstract spectral
equation with a positive self-adjoint Hilbert-space operator using a reduction scheme
given in [27], see also [36]. The scheme is cumbersome, but it also proves Lemma
2.1.

2.2. Simple Floquet waves. If U(·; η) ∈ H1
0per($; γ) is a vector eigenfunction

corresponding to an eigenvalue M(η) of the problem (2.3)–(2.6) for some η ∈ [−π, π],
then the Floquet wave

w(y, z) = eiηzU(y, z; η)(2.12)

2In this section the Floquet parameter η is real so that η can be changed into η in (2.8).
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satisfies the problem (2.1) in the infinite quasicylinder with Λ = M(η). In the
general case {M(η), U(·; η)} is an eigenpair of the variational problem (2.8), and the
wave (2.12) fulfils the integral identity(

A◦\D(∇x)u,D(∇x)v
)

Π
= Λ(%◦uM, vM)Π;(2.13)

since the wave (2.12) does not decay as z → ±∞, test functions v in (2.13) are taken
in C∞c (Π) ∩ H1

0 (Π; Γ◦), where C∞c (Π) is the linear space of infinitely differentiable
functions with compact supports.

Both multipliers on the right-hand side of (2.12) are periodic in z with periods
2π/η (any number in the case η = 0) and 1, respectively. Thus, the Floquet wave
(2.12) happens to be bounded in the quasicylinder, and it is called simple in contrast
to the polynomial Floquet waves in Section 2.3.

If A◦\ and %◦ are independent of z and the domain is a straight cylinder ω × R,

where ω is a bounded domain in Rd−1 and Γ◦ = γ◦×R, γ◦ ⊂ ∂ω, then the waves in
problem (2.1) reduce to a much simpler form

w(y, z) = eiζzW (y),(2.14)

where ζ ∈ R is the Fourier dual variable and {Λ = M(ζ),W} is an eigenpair of the
model problem on the cross-section ω of the cylinder

L◦(y,∇y, iζ)W (y) = Λ%◦(y)EW (y), y ∈ ω
W (y) = 0 , y ∈ γ◦ , N◦(y,∇y, iζ) = 0, y ∈ ∂ω \ γ◦.(2.15)

This case is of course contained in the material of Section 2.1, because the straight
cylinder can be regarded as a quasicylinder with the periodicity cell $ = ω× (0, 1).
Let us demonstrate how the wave (2.14) converts into the Floquet wave (2.12). Let
j ∈ Z be such that ζ − 2πj ∈ [−π, π] and put

η = ζ − 2πj , U(y, z) = ei2πjzW (y)(2.16)

so that U becomes 1-periodic in z. Clearly, (2.14) turns into (2.12).

2.3. Polynomial Floquet waves. The spectral problem (2.8) has two interpreta-
tions. The first one is of common use in the theory of periodic waveguides and it
was presented in Section 2.1, when the Floquet parameter η ∈ [−π, π] is fixed and
therefore M(η) becomes a spectral parameter in an eigenvalue problem. The second
interpretation is due to V.A.Kondratiev [11], see also the paper [24] for periodic
quasicylinders, and the book [33, Ch. 3 and 5]: M is fixed and η ∈ C is a spectral
parameter (recall the complex conjugation in (2.8)). In this way the weak formula-
tion (2.8) of the model piezoelectricity problem (2.3)–(2.6) gives rise to a quadratic
polynomial operator pencil (see [8, Ch. 1] and [33, Ch. 1])

AM(η) : H→ H∗,(2.17)

where H = H1
0per($; γ) and H∗ stands for the dual space. The explicit form of

the pencil will be specified in Section 5. To determine the pencil, one rewrites the
integral identity(

AD(∇y, ∂z + iη)U,D(∇y, ∂z + iη)V
)
$
−M(%UM, VM) = F (V ) ∀V ∈ H,

of the inhomogeneous problem (2.11) in the form

〈A(η)U, v〉 = 〈F, V 〉 ∀V ∈ H,
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where F is an (anti)linear functional in H∗ and 〈 , 〉 stands for the duality between
H∗ and H.

If Λ0 = M(η0) is an eigenvalue in the context of the first interpretation, then
η0 is an eigenvalue of the pencil AΛ0(·) with the same eigenfunction. However, the
structure of the spectra of operator pencils is much more complicated than those of
the standard self-adjoint operators. Indeed, in addition to an eigenvector U0 they
may have associated vectors U1, . . . , Uκ−1 ∈ H, which are solutions of the abstract
equations

AΛ0(η0)Uk = −
k∑
p=1

1

p!

dpAΛ0

dηp
(η0)Uk−p,(2.18)

where k = 1, . . . ,κ − 1. These and the eigenvector form the Jordan chain

{U0, U1, . . . , Uκ−1}(2.19)

of length κ. The Jordan chain is called non-extendable, if the equation (2.18) with
k = κ has no solution. We will study equations (2.18) in more detail in Section 5,
too.

Associated vectors are not determined uniquely, but only up to a linear combi-
nation of eigenvectors (cf. formula (5.22) in the proof of Lemma 5.3), hence, an
eigenvector corresponding to a multiple eigenvalue may generate Jordan chains of
different lengths. To remove this ambiguity, one introduces the notion of a canonical
system of Jordan chains,

{U j0, . . . , U jκj−1} , j = 1, . . . , J,(2.20)

cf. [22] and [33, Ch. 1]. Here, J and κ1 are the geometric and partial algebraic
multiplicities of the eigenvalue η0 of the pencil AΛ0(·), and κ1 + . . . ,+κJ is the
total multiplicity of the eigenvalue η0. We will return to the discussion on canonical
systems of Jordan chains in Section 5, and detailed information can be found for
example in the book [33, Ch. 1.].

In addition to the simple Floquet wave (2.12), the Jordan chain (2.19) generates
the polynomial Floquet waves

wk(y, z) = eiη0z

k∑
p=0

(iz)p

p!
Uk−p(y, z) , k = 0, 1, . . . ,κ − 1.(2.21)

Each chain in the system (2.20) of course gives rise to its own family of Floquet
waves (2.21).

In the case of the straight cylinder Π = ω×R, the weak formulation of the problem
(2.15) can be written as(

A◦\D(∇y, iζ)W,D(∇y, iζ)V
)
$

= Λ(%◦WM, V M)ω ∀ V ∈ H1
0 (ω; γ◦),(2.22)

and this also produces a quadratic pencil in H = H1
0 (ω; γ◦), whose Jordan chain

{W 0,W 1, . . . ,W κ−1} generates the polynomial and oscillating waves

wk(y, z) = eiζ0z
k∑
p=0

(iz)p

p!
W k−p(y) , k = 0, 1, . . . ,κ − 1.(2.23)

The functions (2.23) are converted into (2.21) by using the formulas like (2.16).
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2.4. Spectrum of the pencil. The analytic Fredholm alternative, cf.
[8, Thm.1.5.1], provides two possibilities: the spectrum SM of the pencil (2.17)
with a fixed M is either the whole complex plane C or a countable set of normal
eigenvalues without finite accumulation points. The first alternative is pathological,
because then the pencil AM(·) has infinitely long Jordan chains and the problem
(2.1) or (2.13) in Π has an eigenvalue of infinite multiplicity. Clearly, this may
happen only, if M belongs to the sequence {Mn(0)}n∈N, see (2.11), that is, only for
at most countable subsets of R+. However, the impossibility of this pathology has
been proved only for scalar problems in specific situations, while in elasticity and,
a fortiori, piezoelectricity such results are not known yet. Moreover, for general
elliptic problems in cylindrical waveguides it has been shown in [2] that only the
second alternative can occur.

In what follows we always assume that the spectrum SM with a fixed M is normal.
Owing to [8, Thm. 1.5.1], it suffices to assume that there exists a point η• ∈ C such
that the mapping AM(η•) : H→ H∗ is an isomorphism.

If η ∈ SM and {U,M} solves the problem (2.8), then {e±i2πzU,M} also satisfies
this problem with the Floquet parameter η ± 2π. Since the coefficients of the diff-
erential operators are real, {U,M} is also an eigenpair of the problem (2.8) with
−η. Finally, since AM(η) is the adjoint of the operator AM(η), we conclude that
η ∈ SM and hence

η ∈ SM ⇒ η ± 2π, ±η, −η ∈ SM .(2.24)

In other words, the spectrum of the pencil (2.17) is invariant with respect to the
shifts by ±2π along the real axis and mirror symmetric with respect to the real and
imaginary axes.

3. Umov-Poynting vector and outgoing and incoming waves.

3.1. Transport of the electric enthalpy. For the simplicity of the presentation
we assume in this section that the coefficients and boundaries are smooth, cf. Section
2.1. We introduce the time-dependent vector function

w(x, t) =
(
wM(x, t),wE(x, t)

)
= e−iκtu(x) , κ > 0(3.1)

with displacement field Re wM(x, t) and electric potential −Re wE(x, t). The total
electric enthalpy, contained in a finite part Θ of the piezoelectric body, is the sum
of the electric enthalpy and the kinetic mechanical energy, i.e.,

S(w; t) =
1

2

∫
Θ

(
D(∇x)Re w(x, t)

)>
A\(x)D(∇x)Re w(x, t)dx

+
1

2

∫
Θ

%(x)
∣∣∣Re

∂wM(x, t)

∂t
(x, t)

∣∣∣2dx.(3.2)

The Umov-Poynting vector [43, 38] for the transport of the functional (3.2) describes
the vectorial flux I(x, t) through the interior part Σ = ∂Θ ∩ Ω of the surface of the
chosen volume Θ ⊂ Ω, that is,

− d

dt
S(w; t) =

∫
Σ

n(x)>I(w;x, t)dsx,(3.3)

where n(x) is the outward unit normal and dsx is the surface area (d = 3) or arc
length (d = 2) element. We emphasize that the boundary conditions (1.16), (1.17)
are valid on the exterior boundary ∂Ω \ Σ, and they prevent the transport of the
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electric enthalpy through ∂Ω \Σ so that integration along ∂Ω \Σ can be omitted in
(3.3). Differentiating (3.2) in t and integrating by parts in Θ yield

− d

dt
S(w; t) = κ

∫
Θ

(
D(∇x)Im w(x, t)

)>
A\(x)D(∇x)Re w(x, t)dx

− κ3

∫
Θ

%(x)
(
Im wM(x, t)

)>
Re wM(x, t)dx

= κ

∫
Θ

(
Im w(x, t)

)>(
D(−∇x)

>A\(x)D(∇x)Re w(x, t)dx

− Λ%(x)ERe w(x, t)
)
dx

+ κ

∫
∂Θ

(
Im w(x, t)

)>
(D(n(x))>A\(x)D(∇x)Re w(x, t)dsx.(3.4)

Here, we have used the notation Λ = κ2 of (1.9). Futhermore, taking into account
that the multiplier u(x) in (3.1) fulfils the system (1.15) in Θ and the boundary
conditions (1.16), (1.17) on ∂Θ \ Σ, we reduce (3.4) to

− d

dt
S(w; t) = κ

∫
Σ

(
Im w(x, t)

)>
(D(n(x))>A\(x)D(∇x)Re w(x, t)dsx.(3.5)

Comparing (3.5) and (3.2), we see that the projection Ij(w, t) of the Umov-Poynting
vector to the xj-axis with the unit vector e(j) is equal to

Ij(w; t) = κ

∫
Σ

(
Im w(x, t)

)>
(D(e(j))

>A\(x)D(∇x)Re w(x, t)dsx.(3.6)

3.2. Mandelstam radiation principle. According to the original work [20] by
L.I.Mandelstam, the energy radiation principle in acoustic and elastic media relates
the direction of wave propagation with the direction of the energy transfer; see also
the books [46, Ch. 1], [33, Ch. 5] and the papers [29], [30]. As we have observed
in Section 1.3, the energy functional (1.14) is not able to reflect all properties of
a piezoelectric waveguide and thus it has to be replaced by the electric enthalpy
functional (1.19). We mention that the same substitution is used in the energy
Griffith criterion in fracture mechanics of piezoelectric solids, see the original paper
[41] and also [14, 35]. Applying the energy functional leads to incorrect conclusions
on the growth of cracks, when elastic and electric fields are interacting, cf. [37, Ch.
7, formula (33.23)] and the discussion in [14].

Based on the above considerations, we reformulate the Mandelstam radiation prin-
ciple as follows. We say that the time harmonic wave (3.1) is outgoing (respectively,
incoming) in the waveguide Ω, Fig. 1, that is, it propagates towards (resp. from)
infinity in the outlet, if and only if the following integral of the z-component of the
Umov-Poynting vector is positive (resp. negative),

Îd(w) =
κ

2π

∫ 2π/κ

0

∫
ω(R)

Id(w; y,R, t)dydt,(3.7)

where the integration domains [0, 2π/κ] and ω(R) = {x ∈ Π : z = R} are the time
period and the cross-section of the quasicylinder at z = R.

Inserting (3.6) with j = d into (3.7) yields

Îd(w) = i
κ2

8π

∫ 2π/κ

0

∫
ω(R)

(
e−iκtu(y,R)− eiκtu(y,R)

)>
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× (D(e(j))
>A\(y,R)D(∇x)

(
e−iκtu(y,R) + eiκtu(y,R)

)
dydt

= i
κ2

8π

∫
ω(R)

(
u(y,R)>(D(e(d))

>A\(y,R)D(∇x)u(y,R)

− u(y,R)
>
D(e(d))

>A\(y,R)D(∇x)u(y,R)
)
dy

= −iκ
4

qR(u,u),(3.8)

where

qR(u,v) =

∫
ω(R)

(
v(y,R)

>
D(e(d))

>A\(y,R)D(∇x)u(y,R)

− u(y,R)>D(e(d))
>A\(y,R)D(∇x)v(y,R)

)
dy(3.9)

is a symplectic (sesquilinear and anti-Hermitean) form, which appears as the surface
integral in the Green formula on the truncated waveguide

Ω(R) = {x ∈ Ω : z < R}(3.10)

for the piezoelectricity operator L(x,∇x), (1.15).
If we replace the matrix A\ in (3.9) by the z-periodic matrix A◦\ of (1.21), we obtain

a symplectic form, which is independent of the parameter R for all Floquet waves
and their linear combinations, because of an application of the above mentioned
Green formula to the solutions of the homogeneous boundary value problem (2.1).
In particular, integrating over (N,N + 1) 3 R leads to the representation formula

q(u,v) =

∫
$N

(
v(x)

>
D(e(d))

>A◦\ (x)D(∇x)u(x)

− u(x)>D(e(d))
>A◦\ (x)D(∇x)v(x)

)
dx,(3.11)

where $N is the shifted periodicity cell of (1.5). Notice that the integral in (3.11)
is properly defined for all u, v ∈ H1

loc(Π), in particular for all waves which are weak
solutions in H1

loc(Π) of the integral identity (2.13).
As a conclusion we write that given a wave w, which is for example a linear

combination of Floquet waves with possibly different Floquet parameters, the Man-
delstam radiation principle regards w as outgoing, if Im q(w,w) > 0 and incoming,
if Im q(w,w) < 0.

3.3. The space of oscillating waves. Given a fixed spectral parameter M = Λ,
the spectrum SΛ of the pencil (2.17) consists of normal eigenvalues without finite
accumulation points, by our assumption. Hence, there exists a number β(Λ) > 0
such that the pencil has only real eigenvalues η1, . . . , ηn ∈ [−π, π) in the rectangle

Υβ(Λ) =
{
η ∈ C : Re η ∈ [−π, π) , |Im η| < β(Λ)

}
,(3.12)

although the top and bottom of the rectangle,

υ±β(λ) =
{
η ∈ C : Re η ∈ [−π, π) , Im η = ±β(Λ)

}
,(3.13)

also contains eigenvalues of SΛ. Each eigenvalue ηm ∈ υ0 gives rise to a canonical
system (2.20) of Jordan chains and a family wm1, . . . , wmκ(m) of simple and polyno-
mial Floquet waves, where κ(m) is the total multiplicity of the eigenvalue ηm. All
these waves form the space LΛ of oscillating waves, and the dimension of LΛ equals
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the total multiplicity of the spectrum SΛ on the segment υ0. If all systems of Jordan
chains are fixed, the space LΛ can be identified with the space CdimLΛ .

The symplectic form (3.11) defines an indefinite inner product and thus an in-
definite metric on LΛ

∼= CdimLΛ ; see [16]. This form is non-degenerate, if for any
w ∈ LΛ \ {0} one can find an element w? ∈ LΛ such that

q(w,w?) = 1.(3.14)

In the case of the cylindrical waveguide Π+ = ω × R+, the form (3.9) turns into
the following integral over the R-independent cross-section ω:

q(u,v) =

∫
ω

(
v(y,R)

>
D(e(d))

>A◦\ (y)D(∇x)u(y,R)

− u(y,R)>D(e(d))
>A◦\ (y)D(∇x)v(y,R)

)
dy.(3.15)

The paper [22] is devoted to the calculation of coefficients of asymptotic decompo-
sitions for solutions in cylindrical outlets to infinity, and it is proven there that for
any wave w in (2.23) there is a wave w? with ζ? = ζ such that the relation (3.14) is
true; here

w(y, z) = eiζzW (y, z) , w?(y, z) = eiζ?zW?(y, z) ,(3.16)

and W (y, z) and W?(y, z) are polynomials in z. This fact in particular assures that
the form (3.15) is indeed non-degenerate on the space LΛ in cylindrical waveguides.
Notice also that for real ζ 6= ζ? the form (3.15) with u = w and v = w? becomes
O(eiR(ζ−ζ?)Rm), and thus it must vanish, since it is independent of R.

The same conclusion can be made for periodic waveguides by using the method of
the paper [25]. This uses the above mentioned coincidence of the forms (3.11) and
(3.9) with A\ = A◦\ , and the argumentation in [22], which provides integral represen-
tation for coefficients in asymptotic decompositions of solutions in quasicylindrical
outlets to infinity.

The fact that the symplectic form (3.11) induces an indefinite metric in LΛ is
crucial for the use of the Mandelstam radiation principle. In this respect we remark
that the classical theorem of Sylvester, see [16, Ch. XIV § 7, Th. 4, Cor. 1], states
that, first, the dimension dimLΛ is an even number 2NΛ and, second, there exists a
convenient basis

wout
(1) , . . . , w

out
(NΛ), w

in
(1), . . . , w

in
(NΛ)(3.17)

such that the key relations for the Mandelstam radiation conditions, namely the
normalization and orthogonality conditions (1.1), hold true.

In the sequel we will first present the formulation of the piezoelectricity problem
with the Mandelstam radiation conditions in weighted Sobolev spaces with detached
asymptotics. Then, we will demonstrate in several typical sitations how to choose the
basis (3.17). It should be mentioned that in [33, Ch. 5, §2 and 3], a general procedure
to satisfy the conditions (1.1) is given, but unfortunately it is quite cumbersome and
thus becomes very difficult to realize in concrete problems.

4. Operator setting of the piezoelectricity problem.

4.1. Weighted Sobolev spaces. We denote byW 1
β (Ω) the weighted Sobolev space,

which is the completion of C∞c (Ω) (infinitely differentiable functions with compact
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supports) with respect to the exponentially weighted norm

‖u;W 1
β (Ω)‖ =

(
‖∇xu;L2

β(Ω)‖2 + ‖u;L2
β(Ω)‖2

)1/2
,(4.1)

where L2
β(Ω) is the weighted Lebesgue space with norm ‖u;L2

β(Ω)‖ = ‖eβzu;L2(Ω)‖.
Equivalently, the space W 1

β (Ω) consists of functions u ∈ H1
loc(Ω) for which the norm

(4.1) is finite. Clearly, W 1
0 (Ω) = H1(Ω), but for β > 0 (β < 0) the elements

of W 1
β (ω) decay (may grow) at infinity at a rate which is limited by the weight

exponent β ∈ R.
By a weak solution of the inhomogeneous problem (1.15)–(1.17) in the subspace

W 1
β,0(Ω; Γ) = {u ∈ W 1

β (Ω) : u = 0 on Γ}(4.2)

(see (1.16)) we understand a vector function u ∈ W 1
β,0(Ω; Γ) satisfying the integral

identity(
A\D(∇x)u,D(∇x)v

)
Ω
− Λ(%uM, vM)Ω = F (v) ∀ v ∈ W 1

−β,0(Ω; Γ).(4.3)

On the right, F is a continuous (anti)linear functional in
(
W 1
−β,0(Ω)

)∗
. For exam-

ple, in the case a right hand side f ∈ L2
β(Ω) is added to the system (1.15) with

homogeneous boundary conditions (1.16) and (1.17), we have

F (v) = (f, v)Ω,(4.4)

where (·, ·)Ω is the duality between L2
β(Ω) and L2

−β(Ω). We emphasize that the
system (4.3) is not variational in the interesting case β 6= 0, since the sign of the
weight exponent is different for test functions.

The problem (1.7) is associated with the continuous mapping Oβ(Λ),

W 1
β,0(Ω; Γ) 3 u 7→ Oβ(Λ)u = F ∈

(
W 1
−β,0(Ω; Γ)

)∗
.(4.5)

This operator has ”good” properties under additional restrictions on the weight
exponent. Recall that υβ was defined in (3.13).

Theorem 4.1. (see [11] and [24]) The operator Oβ(Λ), (4.5), is Fredholm, if and
only if υβ ∩SΛ = ∅. If an eigenvalue of the pencil AΛ(·) is contained in υβ, then
the range Oβ(Λ)

(
W 1
β,0(Ω; Γ)

)
is not a closed subspace.

Notice that the operators Oβ(Λ) and O−β(Λ) are mutually adjoint and thus Fred-
holm simultaneously, cf. formula (2.24). In particular,

kerO±β(Λ) = cokerO∓β(Λ).(4.6)

Let us choose some β ∈ (0, β(Λ)), where β(Λ) > 0 is fixed as in Section 3.3,
in other words, the rectangle Υβ(Λ) of (3.12) contains only the real eigenvalues
η1, . . . , ηm ∈ [−π, π) of the spectrum SΛ, and the space LΛ is generated by the
corresponding oscillating waves. We also fix a positive number β such that β ≤
min{β(Λ), α/2}, where β(Λ) > 0 and α > 0 are the number in (3.12) and the decay
rate in (1.22), respectively.

Theorem 4.2. (see [11] and [24]) Let u ∈ W 1
−β,0(Ω; Γ) be a solution of the problem

(4.3), where β is replaced by −β but the right hand side F belongs to
(
W 1
−β,0(Ω; Γ)

)∗
instead of

(
W 1
β,0(Ω; Γ)

)∗
. Then there holds the decomposition

u(x) = χ(x)
N∑
p=1

(
aout
p wout

(p) (y, z) + ain
p w

in
(p)(y, z)

)
+ ũ(x),(4.7)
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where χ is a smooth cut-off function such that χ(z) = 1 for z ≥ 1 and χ(z) = 0
for z ≤ 0, the coefficients aout

p , ain
p belong to C and the remainder ũ ∈ W 1

β,0(Ω; Γ)
satisfies the estimate

‖ũ;W 1
β,0(Ω; Γ)‖+

N∑
p=1

(
|aout
p |+ |ain

p |
)

≤ cβ
(∥∥F ;

(
W 1
−β,0(Ω; Γ)

)∗∥∥+
∥∥u;W 1

−β,0(Ω; Γ)
∥∥)(4.8)

with a constant cβ independent of F and u.

This assertion is nothing but the theorem on asymptotics. Indeed, the functional
F in Theorem 4.2 is defined on the space W 1

−β,0(Ω,Γ) of functions with possible
growth when z → +∞ and hence, F itself in a sense decays exponentially at infinity,
cf. (4.4) with f ∈ L2

β(Ω). The remainder ũ also decays at an exponential rate, while
the sum of the oscillating waves expresses the detached asymptotics of the solution
u.

4.2. Comments on the proofs. In the case of the cylindrical outlet Π+ = ω×R+

Theorems 4.1 and 4.2 follow from the well-known Kondratiev theory [11]. However,
similar results [24] on periodic outlets are much less known. Both types of results
are presented in parallel in the book [33], and we outline the second one here. We
emphasize that the general theory was originally developed for classical, differential
formulation of elliptic boundary problems, but it was shown in [28] that one can
also pass to the weak formulation like in (4.3).

Theorems 4.1 and 4.2 are used for the piezoelectricity problem in the waveguide
Ω = Ω− ∪ Ω+, Fig. 1, with periodic coefficients (1.21). However, a general scheme
appearing in the papers [11, 24] and for example in the book [33] allows us to reduce
the whole study to the problem (4.9) in the intact quasicylinder with purely periodic
coefficients. As for Theorem 4.1, the traditional way is to construct a pseudoinverse,
namely a bounded linear mapping

Rβ(Λ) :
(
W 1
−β,0(Ω; Γ)

)∗ → W 1
β,0(Ω; Γ)

such that
Oβ(Λ)Rβ(Λ)− Id = Kβ(Λ) + Sβ(Λ)

where Id is the identity operator and Kβ(Λ) and Sβ(Λ) are compact and small

operators in
(
W 1
−β,0(Ω; Γ)

)∗
, respectively. This proves the Fredholm property of

(4.5). Concerning Theorem 4.2, it suffices to observe that, first, the functional

v 7→
(
(A−A◦)D(∇)u,D(∇)v

)
Π+ +

(
(A−A◦)D(∇)u,D(n)v

)
Γ+

belongs to
(
W 1
−β,0(Π+; Γ+)

)∗
due to our assumptions (1.22) and β > α/2, and,

second, the multiplication of u by a cut-off function χ+ only causes a compact
perturbation. This scheme can be found in any of the above mentioned citations.

Now we consider the inhomogeneous problem (4.3) in the infinite quasicylinder
Π, (

A◦\D(∇x)u,D(∇x)v
)

Π
− Λ(%◦uM, vM)Π = F ◦(v) ∀ v ∈ W 1

−β,0(Π; Γ◦) ,(4.9)

where F ◦ ∈
(
W 1
−β,0(Π; Γ◦)

)∗
and W 1

β (Π) is the weighted Sobolev space with the
norm (4.1), Ω replacing Π. Notice that since Π has two outlets to infinity, Π+ and
Π− = Π \ Π+, a function u ∈ W 1

β (Π) with for e.g. β > 0 decays as z → +∞ but
may grow as z → −∞, namely in Π−.
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We apply to (4.9) the FBG-transform (2.2) with parameter η ∈ υβ. As well known,
cf. [6], [33, Ch. 3§4], the original transform (2.2) establishes the isometric isomor-
phism L2(Π) ∼= L2(υ0;L2($)) and the isomorphism H1(Π) ≈ L2(υ0;H1

per($)), where

υ0 = [−π, π) and L2(υβ;X) is the Lebesgue space of abstract functions with values
in Banach space X and the norm

‖U ;L2(υ;X)‖ =
(∫ π

−π
‖U(t+ iβ);X‖2dt

)1/2

.(4.10)

Hence, the FBG-transform also provides the isomorphisms

L2
β(Π) ≈ L2(υβ;L2($)) , W 1

β (Π) ≈ L2(υβ;H1
per($)).(4.11)

Moreover, the inverse transform is given by

U = û⇒ u(y, z) =
1√
2π

∫ π

−π
eiηzû(u, z − [z]; η)dt,(4.12)

where η = t+ iβ ∈ υβ and [z] = max {j ∈ Z : j ≤ z} is the integer part of z.
The FBG-transform converts the problem (4.9) into the family of inhomogeneous

model problems with η ∈ υβ,(
A◦\D(∇y, ∂z + iη)û, D(∇y, ∂z + iη)v̂

)
$
− Λ(%◦ûM, v̂M)$

= F̂ (v̂M) ∀ v̂M ∈ H1
0per($; γ),(4.13)

which by the assumption υβ ∩ SΛ = ∅ have for all η a unique solution subject to
the estimate∥∥û;L2

(
υβ;H1

0per($; γ)
)∥∥ ≤ cβ

∥∥F̂ ;L2
(
υβ; (H1

0per($; γ)
)∗∥∥.

Now, applying the inverse transform (4.12) and taking into account (4.11) as well as
the above mentioned assumption shows that the operator of problem (4.9) induces
an isomorphism between W 1

β,0(Π; Γ◦) and
(
W 1
−β,0(Π; Γ◦)

)∗
.

We can, thus, apply a standard scheme (see, e.g. [33, Ch. 4 §1]) to construct the
right parametrix Rβ(Λ) :

(
W 1
−β,0(Π; Γ◦)

)∗ → W 1
β,0(Π; Γ◦), for the operator (4.5).

This implies the compactness of the mapping Oβ(Λ)Rβ(Λ)− Id in
(
W 1
−β,0(Π; Γ◦)

)∗
and thus also the Fredholm property for Oβ(Λ).

In order to derive the asymptotic decomposition (4.7), we first multiply the prob-
lem in Ω with the cut-off function χ, that is, insert the test vector function χv and
commute the differential operators D(∇) with χ. As an intermediate step, we obtain

a problem in Π for χu. Furthermore, moving the terms
(
Ã\D(∇x)χu,D(∇x)v

)
Π

and

Λ(%̃χuM, vM)Π to the right of the integral identity leads to the problem (4.9) with
a new right-hand side F ◦, which depends on both F and u, but still belongs to(
W 1
−β,0(Π; Γ◦)

)∗
(recall that β ≤ α, cf. (1.22)). Moreover, it vanishes for z ≤ 0 and

therefore belongs to
(
W 1
β,0(Π; Γ◦)

)∗
, too. We thus see that the FBG-image of F ◦

is the abstract function η 7→ F̂ ◦(·, η) ∈
(
H1

0 ($; γ)
)∗

, which is analytic in the open
strip Sβ = {η ∈ C : |Imη| < β}, see Fig. 2, continuous up to its boundary and
2π-periodic along the real axis.

The problem (4.9) with the right hand side

F ◦ ∈
(
W 1
−β,0(Π; Γ◦)

)∗ ∩ (W 1
β,0(Π; Γ◦)

)∗
,

(which decays as z → ±∞) is uniquely solvable, but it also has two different solutions

u± ∈ W 1
±β,0(Π; Γ◦),
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Re

Im

Figure 2. Integration path.

where u+ (respectively, u−) decays only as z → +∞ (resp. z → −∞). These
are represented as integrals along the bases υ±β of the rectangle Υβ, see (3.12) and
(3.13),

u±(y, z) =
1√
2π

∫ π

−π
ei(t±iβ)zAΛ(t± iβ)−1F̂ ◦(y, z − [z]; t± iβ)dt.(4.14)

Here, A(η)−1 is the resolvent of the operator (2.17) of the problem (4.9), and it
is holomorphic in the closed strip Sβ and 2π-periodic in Im η, but has poles and
Laurent series at the points η1, . . . , ηm ∈ [−π, π) and their translates nk ± 2πj,
j ∈ Z. To shorten the notation we assume that η1, . . . , ηm ∈ (−π, π) and that they
thus are contained in the interior of Υβ (otherwise one has to shift the rectangle
along the real axis). Now, we apply an abstract formulation of the classical Cauchy
theorem to reduce the path integral

∫
∂Υβ

of the integrand from (4.14), see Fig. 2

again, into the sum of the residuals at the poles η1, . . . , ηm. This integral is, thus,
a linear combination of the oscillating waves (3.17) (see also (4.7)), because of the
evident similarity of the structures (2.20) and (2.21) of the canonical systems of
Jordan chains and polynomial Floquet waves.

It remains to observe that according to (4.14) the path integral along Υβ turns
into the difference u−(y, z)− u+(y, z), because the integral along υβ is taken in the
negative direction and the integrals along the lateral sides cancel each other, due
to the 2π-periodicity of the integrand and the opposite directions in the integration
path. Since u+(y, z) = ũ(u, z) and χ(z) = 1 for z > 1, and also u− = χu, it is
straightforward to conclude with Theorem 4.2.

4.3. Imposing the Mandelstam radiation conditions. The results of Section
4.1 were taken from [11, 22] and [24, 25], see also [33], and they hold true for general
boundary value problems, which are elliptic in the Agmon-Douglis-Nirenberg sense
[1], but are not necessarily self-adjoint or formally positive. The next part of our
results is based on the classification of ”outgoing / incoming” oscillating waves and,
therefore, the self-adjointness, which is obtained by the changes A 7→ A\ and E 7→ E,
will be needed (see Section 1.3). However, the positivity of the basic sesquilinear
Hermitian form (1.19) will not be needed, see Section 3.

By W1
β,0(Ω; Γ; Λ) we understand the pre-image of the subspace

(
W 1
−β,0(Ω,Γ)

)∗ ⊂(
W 1
β,0(Ω,Γ)

)∗
for the operator O−β(Λ). According to Theorem 4.2, the space

W1
β,0(Ω; Γ; Λ) consists of vector functions of the form (4.7) and the induced topology
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makes it a Banach space 3 with the norm ‖u; W1
β,0(Ω; Γ; Λ)‖, which is the sum on

the left of the estimate (4.8).
In view of Theorem 4.2, the restriction Oβ(Λ) of the operator O−β(Λ),

Oβ(Λ) : W1
β,0(Ω; Γ; Λ)→

(
W 1
−β,0(Ω; Γ)

)∗
,(4.15)

inherits all properties of the original operatorO−β(Λ). The dimension of the quotient
space W1

β,0(Ω; Γ; Λ)/W 1
β,0(Ω; Γ) is 2N , and hence,

IndO−β(Λ) = Ind Oβ(Λ) = IndOβ(Λ) + 2N,(4.16)

where Ind O = dim ker O − dim coker O is the Fredholm index of an operator O.
Moreover, IndOβ(Λ) = −IndO−β(Λ), since Oβ(Λ) and O−β(Λ) are mutually adjont,
cf. (4.6). Thus,

Ind Oβ(Λ) = N.(4.17)

As a simple consequence of (4.17), we conclude that the restriction Oout
β (Λ) of the

operator (4.15) to the subspace of codimension N ,

W1 out
β,0 (Ω; Γ; Λ) =

{
u ∈W1

β,0(Ω; Γ; Λ) : ain
1 = . . . = ain

N = 0 in (4.7)
}
,(4.18)

becomes a Fredholm operator of index zero. The elements of the space (4.18) have
the asymptotic form

u(x) = χ(z)
N∑
p=1

aout
p wout

(p) + ũ(x),(4.19)

where aout
p ∈ C, ũ ∈ W 1

β,0(Ω,Γ), and they do not contain incoming waves so that
the formula (4.19) exhibits the Mandelstam radiation conditions.

Theorem 4.3. The problem (4.3), where β is replaced by −β, has a solution
u ∈ W1 out

β,0 (Ω; Γ; Λ), if and only if the right-hand side F ∈
(
W 1
−β,0(Ω; Γ)

)∗
satisfies

the compatibility conditions

F (v) = 0 ∀v ∈ kerOβ(Λ).(4.20)

This solution is defined up to an addendum in kerOβ(Λ). If the orthogonality con-
ditions

(u, v)Ω = 0 ∀ v ∈ kerOβ(Λ)(4.21)

hold, then the solution u is unique and has the bound

‖u; W1
β,0(Ω; Γ; Λ)‖ ≤ cp‖F ;

(
W 1
−β,0(Ω; Γ)

)∗‖.(4.22)

The subspace kerOβ(Λ) appearing in (4.20) and (4.21) is the kernel of the operator
(4.5), i.e., the subspace of the solutions of the homogeneous problem (4.3) (F = 0)
in W 1

β,0(ω; Γ). Elements of kerOβ(Λ) are called trapped modes or localized waves
because they decay exponentially at infinity and, therefore, have finite energy (1.14).

The kernel kerO−β(Λ) of the operator O−β(Λ) differs from kerOβ(Λ) by an N -
dimensional subspace Z(Λ) which is described in the next assertion.

3This space could be endowed with a Hilbert space structure, which however would be of no use
for our paper.
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Theorem 4.4. The homogeneous problem (4.3), where β is replaced by −β, has
the special solutions

z(k)(x) = χ(z)
(
win

(k)(y, z) +
N∑
p=1

spkw
out
(p) (y, z)

)
+ z̃(k)(x),(4.23)

initiated by waves incoming from infinity in Π+. Here, k = 1, . . . , N , the functions
z̃(k) ∈ W 1

β,0(Ω; Γ) decay with exponential rate and the coefficients spk ∈ C from a
unitary N ×N-matrix s, the scattering matrix.

The proofs of Theorems 4.3 and 4.4 are based on the normalization and orthogo-
nality conditions (1.1), and they can be found in the papers [32, 28] and the book [33,
Ch. 4]. For the convenience of the reader we outline here the necessary calculations.

Let u be a nonzero element of Z(Λ) = kerO−β(Λ) 	 kerOβ(Λ), which has the
decomposition (4.7), by Theorem 4.2. Supposing u ∈W1 out

β,0 (Ω; Γ; Λ) would lead to
a contradiction as follows. Applying the Green formula in the truncated waveguide
(3.10) to the solution u of the homogeneous problem, the formulas (1.1) shows that

0 = lim
R→+∞

q(u, u) = q
( N∑
p=1

aout
p wout

(p) ,
N∑
p=1

aout
p wout

(p)

)

= i
N∑
p=1

∣∣aout
p

∣∣2 ⇒ aout
1 = . . . = aout

N = 0 and u ∈ kerOβ(Λ)⇒ u = 0.(4.24)

Thus, the N -dimensional subspace Z has a basis consisting of solutions (4.23), where
k = 1, . . . , N . A computation similar to (4.24) proves the unitarity of the scattering
matrix:

0 = lim
R→+∞

q(z(k), z(j)) = q
(
win

(k) +
N∑
p=1

spkw
out
(p) , w

in
(j) +

N∑
p=1

spjw
out
(p)

)

= −iδkj + i
N∑
p=1

spkspj.

As for Theorem 4.3, the compatibility conditions (4.20) imply the existence of a
solution u ∈ W 1

−β,0(Ω : Γ) having the asymptotic form(4.7), and subtracting a linear

combination of solutions (4.23) from u renders it into W1 out
β,0 (Ω; Γ; Λ). Although u

is defined only up to an addentum in kerOβ(Λ), the orthogonality conditions (4.21)
make it unique. Finally, the estimate (4.22) follows from the Fredholm property of
the mapping (4.15).

5. Basic examples of outgoing and incoming waves.

5.1. Preliminaries. As was mentioned in Section 3.3, both the classical algebraic
theorem of Sylvester [16] and the general method in [32, 28], [33, Ch. 5 §2] are only
existence proofs which do not give a convenient concrete basis in the space LΛ of
oscillating waves. Below we will describe particular examples of simple and polyno-
mial Floquet piezoelectric waves, which satisfy the normalization and orthogonality
conditions (1.1) (related to the Umov-Poynting vector) and the Mandelstam princi-
ple, and which are generated by a geometrically simple eigenvalue η0 of the pencil
AΛ(·) in (2.17) (corresponding to the model problem (2.15) or (4.3)).
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0

Figure 3. Graph of a function Mn(η).

Complex conjugation transforms the simple Floquet wave (2.12) with η ∈ [−π, π]
into the wave

e−ηzU(y, z; η)(5.1)

so that {−η, U} ∈ [−π, π] ×H1
0per($; γ) is still an eigenpair of the problem (2.15),

since the coefficients of this problem are real. Hence, the graph of the function
[−π, π] 3 η 7→Mn(η), where Mn(η) is an eigenvalue as in (2.10), is symmetric with
respect to the ordinate axis, see Fig. 3.

We will consider several cases of geometrically simple eigenvalues 4

(i) η0 ∈ (0, π) is algebraically simple, cf. Fig. 3 with Λ = Λ• or Λ = Λ?;
(ii) η0 = 0 or η0 = ±π has the algebraic multiplicity κ = 2, cf. Fig. 3 with Λ = ΛO
or Λ = Λ4;
(iii) η0 ∈ (0, π) has the algebraic multiplicity κ = 2, cf. Fig. 3 with Λ = Λ�.

Remark 5.1 will show that the case (i) is impossible for η0 = 0,±π.
These are the typical cases. Our examples of the Umov-Poynting-Mandelstam

classification of piezoelectric Floquet waves will explain the general approach in
[32, 28], [33, Ch. 5 §2]. The examples can be adapted to any canonical systems of
Jordan chains.

We will also compare our Mandelstam radiation principle with the Sommerfeld
and limiting absorption principles and show that the last two of them do not work
in certain situations. For the classical Sommerfeld principle this is not new, since
many examples of its failure are known, see the original publication [23], as well as
[46, Ch. 1], [29], [30] for elasticity and [5] for acoustics. However, a direct application
of the above-mentioned results does not suffice to deduce the desired conclusion in
piezoelectricity, because the Hermitian form (1.19) is not positive.

The limiting absorption principle was analysed in [46, Ch. 1] and [5] in the case
(i), but not in the threshold cases (ii) and (iii). The threshold cases were con-
sidered for cylindrical and periodic elastic waveguides in [29] and [30], respectively.
It was proven there that the limiting absorption principle does not always provide
correct results. In Section 5.6, we will make a much more precise inference for the
piezoelectricity problem.

4Recall that if the eigenvalue η0 is geometrically or algebraically simple, then there must hold
J = 1 or ℵ1 = 1 in the corresponding canonical system (2.20).
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5.2. Geometrically and algebraically simple eigenvalue. Let us set η+ = η0 ∈
(0, π), η− = −η0 ∈ (−π, 0) and let U0+ = U0, U0− = U0 be the corresponding
eigenvectors of the pencil AΛ(·). Recalling the definition of the pencil (2.17), the
abstract equation (2.18) with k = 1, for the associated vector U1± of the first rank,
turns into the integral identity(

A◦\D(∇y, ∂z + iη±)U1±, D(∇y, ∂z + iη±)V
)
$
− Λ(%◦U1±M, V M)$

= B1(V ) := i
(
A◦\D(∇y, ∂z + iη±)U0±, D(e(d))V

)
$

− i
(
A◦\D(e(d))U

0±, D(∇y, ∂z + iη±)V
)
$
∀V ∈ H1

0per($; γ).(5.2)

Notice that the right-hand side of (5.2) is nothing but the η±-derivative of the
expression

−
(
A◦\D(∇y, ∂z + iη±)U0±, D(∇y, ∂z + iη±)V

)
$
− Λ(%◦U0±M, V M)$.

The assumed simplicity of the eigenvalue η± means that an associated vector U1±

does not exist, i.e., (5.2) does not have a solution. Hence, we deduce from the
self-adjointness of the problem (5.2) and the Fredholm alternative that the number

B1(U0±) = −2Im
(
A◦\D(∇y, ∂z + iη±)U0±, D(e(d))U

0±)
$

(5.3)

does not vanish. Complex conjugation proves the equality

b1 := B1(U0+) = −B1(U0−).(5.4)

Substituting the Floquet wave

w0±(y, z) = eiη
±zU0±(y, z),(5.5)

cf. (2.12) and (5.1), into the symplectic form (3.10) yields

q(w0±, w0±) =

∫
$

(
U0±(x)

>
D(e(d))

>A◦\ (x)D(∇y, ∂z + iη±)U0±(x)

− U0±(x)>D(e(d))
>A◦\ (x)D(∇y, ∂z + iη±)U0±(x)

)
dx = −iB1(U0±).(5.6)

Thus, the wave (5.5) is outgoing (respectively, incoming) in the case ±b1 < 0 (resp.
±b1 > 0). Moreover, the waves

wout = |b1|−1/2w0+ , win = |b1|−1/2w0− in the case b1 < 0,(5.7)

wout = |b1|−1/2w0− , win = |b1|−1/2w0+ in the case b1 > 0,

fulfil the conditions (1.1).

5.3. Rejection of the Sommerfeld principle in piezoelectricity. In the ref-
erences [46, Ch. 1], [29], [30] (elasticity system) and [5] (acoustics) it was observed
that the simple Floquet wave (5.5) is outgoing if and only if the point η± belongs to
the ascending arc of the graph of Mn with Λ = Mn(η±), and incoming in the case of
the descending arc. The Sommerfeld radiation principle denotes w− as an incoming
and w+ as an outgoing wave according to the sign of the wavenumbers η− < 0 < η+,
which is correct for the points marked by • in Fig. 3 but wrong for points marked by
F. In other words, the Sommerfeld principle does not work for vectorial problems
and in periodic waveguides.

Let us verify the same feature for the piezoelectric waveguide Ω. To this end we
make the perturbation

λ 7→ Λ(δ) = Λ + δ(5.8)
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of the spectral parameter Λ = Mn(η±) and derive asymptotics of eigenvalues

η±(δ) = η± + δη±′ +O(δ2)(5.9)

of the pencil Aλ(δ)(·) by means of a general asymptotic procedure in [44, Ch. 9]. This
book deals with non-self-adjoint, linear pencils, and reducing a quadratic pencil into
such form is a very simple task. Furthermore, [44, Ch. 9] contains the justification
procedure in the general case, and thus we only need to perform formal calculations
without estimates of remainders.

According to [44, Ch. 9], we search for eigenvectors corresponding to the eigenval-
ues (5.9) in the form

U(x; η±(δ)) = U0±(x) + δU ′
±

(x) +O(δ2),(5.10)

where the last symbol is understood in the sense of the norm of H1
0per($; γ). We

insert (5.9) and (5.10) into the equation

AΛ(δ)(η
±(δ))U(·; η±(η)) = 0(5.11)

and extract the coefficients of 1 = δ0 and δ = δ1. Rewriting the results as integral
identities, we obtain the equation (2.8) for {η±, U0±}, and for U ′± we get(

A◦\D(∇y, ∂z + iη±)U ′
±
, D(∇y, ∂z + iη±)V

)
$
− Λ(%◦U ′

±M
, V M)$

= g′
±

(V ) := (%◦U0±M, V M)$ + iη±′
((
A◦\D(∇y, ∂z + iη±)U0±, D(e(d))V

)
$

−
(
A◦\D(e(d))U

0±, D(∇y, ∂z + iη±)V
)
$

)
∀V ∈ H1

0per($; γ).(5.12)

By the Fredholm alternative, the problem (5.12) has a solution if and only if the
compatibility condition g′±(U0±) = 0 is valid. By (5.3), (5.4), this turns into the
relation (

%◦U0±M, U0±M)
$
± η±′b1 = 0,(5.13)

and hence,

±η±′ = ±
(dMn

dη
(η±)

)−1

> 0 in the case ± b1 > 0.(5.14)

Comparing this formula with the classification (5.7) yields the above mentioned
assertion on the ascending (out) and descending (in) arcs of the graph M = Mn(η)
in Fig. 3.

Remark 5.1. Since the function Mn is even in η and thus ∂ηMn(0) = 0, the formula
(5.14) implies that η = 0 cannot be a simple eigenvalue of the pencil AMn(0)(·).
Moreover, the same conclusion holds for the points η = −π and η = π, since they
are identified by the 2π-periodicity. �

5.4. An eigenvalue of algebraic multiplicity 2. Let η0 be an eigenvalue of the
pencil AΛ(·) with only one Jordan chain of length κ = 2. This chain generates one
simple and one linear Floquet wave, (2.21),

w0(y, z) = eiη
0zU0(y, z) ,(5.15)

w1(y, z) = eiη
0z
(
izU0(y, z) + U1(y, z)

)
.(5.16)

The existence of the associated vector U1 means that the functional B1, which is
defined as in (5.2) by replacing η± and U0± by η0 and U0, satisfies the formula

B1(U0) = 0.(5.17)
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Moreover, according to (2.18) with k = 2, the associated vector U2 of rank 2 should
be the solution of the integral identity(

A◦\D(∇y, ∂z + iη0)U2, D(∇y, ∂z + iη0)V
)
$
− Λ(%◦U2M, V M)$

= B2(V ) := i
(
A◦\D(∇y, ∂z + iη0)U1, D(e(d))V

)
$

− i
(
A◦\D(e(d))U

1, D(∇y, ∂z + iη0)V
)
$

−
(
A◦\D(e(d))U

1, D(e(d))V
)
$
∀V ∈ H1

0per($; γ).(5.18)

The non-existence of U2 and the Fredholm alternative imply that

B2 := B2(U0) 6= 0.(5.19)

Lemma 5.2. The number b2 in (5.19) is real.

Proof. We write the problem (5.2) for U1 and choose there V = U1. Simple
transformations and complex conjugation yield

B2(U0) +
(
A◦\D(e(d))U

0, D(e(d))U
0
)
$

= i
(
D(∇y, ∂z + iη0)U1, A◦\D(e(d))U

0
)
$
− i
(
D(e(d))U

1, A◦\D(e(d))U
0
)
$

= −
(
A◦\D(∇y, ∂z + iη0)U1, D(∇y, ∂z + iη0)U1

)
$

+ Λ(%◦U1M, U1M)$ ∈ R. �

Lemma 5.3. The associated vector U1 can be fixed such that

q(w0, w0) = q(w1, w1) = 0,

q(w0, w1) = −q(w1, w0) = −ib2.(5.20)

Proof. To prove the second line in (5.20), we write using (3.10), (5.15), (5.16),

q(w0, w1) =

∫
$

((
izU0(x) + U1(x)

)>
D(e(d))

>A◦\ (x)D(∇y, ∂z + iη0)U0(x)

− U0(x)>D(e(d))
>A◦\ (x)D(∇y, ∂z + iη0)

(
izU0(x) + U1(x)

))
dx

− i

∫
$

z
(
U0(x)>D(e(d))

>A◦\ (x)D(∇y, ∂z + iη0)U0(x)

− U0(x)>D(e(d))
>A◦\ (x)D(∇y, ∂z + iη0)U0(x)

)
dx

+

∫
$

(
U1(x)>D(e(d))

>A◦\ (x)D(∇y, ∂z + iη0)U0(x)

− U0(x)>D(e(d))
>A◦\ (x)D(∇y, ∂z + iη0)U0(x)

+ iU0(x)>D(e(d))
>A◦\ (x)D(e(d))U

0(x)
)
dx = −i0− ib2.(5.21)

Here, we used (5.26), (5.19) to evaluate the last integral. Also, the second but last
integral in (5.21) is null: it is equal to −izqz(w0, w0) since (3.9) and (3.11) coincide,
and on the other hand, it does not depend on z, so it must vanish.

The equality q(w0, w0) = 0 follows from (5.6) and (5.17). Since a solution of the
problem (5.2) is defined only up to an eigenvector U0, we may make the substitutions

U1 7→ Û1 = U1 + cU0 , w1 7→ ŵ1 = w1 + cw0(5.22)

and obtain

q(ŵ1, ŵ1) = q(w1, w1) + cq(w0, w1) + cq(w1, w0) + |c|2q(w1, w1)

= q(w1, w1)− i(cb2 + cb2).(5.23)
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It remains to note that q(w1, w1) is purely imaginary; thus, using Lemma 5.2 one
can find c ∈ R which makes (5.23) into null. �

The relations (5.20) differ crucially from (1.1), and thus {w0, w1} is not a conve-
nient basis of LΛ. According to [32], [33, Ch. 5], we can select another basis

wout = (2|b2|−1/2
(
w0 + sign(b2)w1

)
win = (2|b2|−1/2

(
w0 − sign(b2)w1

)
.(5.24)

Lemma 5.3 proves that (5.24) satisfies the conditions (1.1).
The above consideration covers both cases (ii) and (iii) of Section 5.1. We only

make the following comments: first, by 2π-periodicity, the cases η = ±π are identical
with each other. Second, if η± = ±η0 with η0 ∈ (0, π), then the quantities b±2 are
computed as in (5.26) and (5.19) with evident changes, and they are equal to each
other, contrary to the case b±1 = B1(U0±) of (5.3) and (5.4).

Let us consider the signs of b2 in the graph in Fig. 3 with Λ = Λ� and Λ = ΛO,
Λ4. To this end we again make the perturbation (5.4) to the spectral parameter
Λ = Mn(η0), but replace the ansätze (5.9) and (5.10) by the following ones, according
to [44, Ch. 9]:

η±(δ) = η0 ± |δ|1/2η′ + |δ|η±′′ +O(|δ|3/2),(5.25)

U(x; η±(δ)) = U0(x)± |δ|1/2η′U1(x) + |δ|U±′′ +O(|δ|3/2).(5.26)

Here, {U0, U1} is a Jordan chain of length κ = 2 corresponding to the eigenvalue
η0 of AΛ(·) and at the same time 1/κ is the exponent of the small parameter |δ|.

Inserting (5.25) and (5.26) into the equation (5.11) and extracting the coefficients
of |δ|0, |δ|1/2 and also |δ|1, yield the integral identities (2.8) and (5.12) for the
functions U0 and U1, respectively, and also the following problem for U±

′′
,(

A◦\D(∇y, ∂z + iη0)U±′′, D(∇y, ∂z + iη0)V
)
$
− Λ(%◦U±′′M, V M)$

= sign (δ)(%U0M, V M)$ + (η′)2B2(V ) + η±′′B1(V ) ∀V ∈ H0per($; γ),(5.27)

where the functionals B1 and B2 are taken from (5.2), (5.3), and (5.26), respectively.
Since the eigenvalue η0 is geometrically simple, the compatibility condition in the
problem (5.27) turns into the quadratic equation

sign (δ)(%◦U0M, U0M)$ + (η′)2b2 = 0,(5.28)

see (5.17) and (5.19).
To conclude with the asymptotic procedure, we observe that the formulas (5.8)

and (5.25) together with the equation (5.28) lead to the inferences

Mn(η±(δ)) = Mn(η0) + δ ⇒ 1

2
∂2
ηMn(η0)(η′)2 = sign (δ)(5.29)

and

∂2
ηMn(η0) = −2(%◦U0M, U0M)−1

$ b2 6= 0.(5.30)

Since ∂zMn(η0) = 0 by (5.17) and the computation in Section 5.3, η0 is a strict
extremum of the function Mn. Moreover, in the case of a maximum, ∂2

ηMn(η0) < 0
(cf. Fig. 3 with Λ = Λ4, ΛO) we take δ < 0 by putting the point Λ(δ) = Λ + δ below
Λ = Mn(η0) and thus find two real roots

±η′ = ±|b2|−1/2(%◦U0M, U0M)1/2(5.31)
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for the equation (5.28). Finally, in the case ∂zMn(η0) > 0 with a minimum (cf.
Fig. 3 with Λ = Λ�), we take δ > 0 to put the point Λ(δ) above Λ and again get
two real roots (5.31) of (5.28).

The above consideration shows that the quantity (5.19) is strictly positive (re-
spectively, negative) in the case of a local strict maximum (resp. minimum) of the
function Mn at the point η0.

We have determined the two lowest terms in the asymptotic expansions (5.25),
(5.26) of the eigenpairs {η±(δ), U(·; η±(δ))} of the pencil AΛ+δ(·). Skipping the third
terms and replacing the remainders by O(|δ|3/2) completes the asymptotic analysis.

5.5. Limiting absorption principle. We apply a purely imaginary perturbation
iδ ∈ iR+ to the spectral parameter in the piezoelectricity problem (1.15)–(1.17),
that is, we set

Λ(δ) = Λ± iδ , δ > 0.(5.32)

Lemma 5.4. For any δ > 0 and F ∈
(
H1

0 (Ω; Γ)
)∗

, the piezoelectricity problem
(4.3) with the complex spectral parameter (5.32) has a unique solution u(δ; ·) ∈
H1

0 (Ω; Γ) = W 1
0,0(Ω; Γ).

Proof. Let us first consider the sign ”+” in (5.32) and Γ 6= ∅. Assume that the
homogeneous problem (4.3) (F = 0) has a nontrivial solution u ∈ H1

0 (Ω; Γ) and
insert it into the integral identity to obtain(

A\D(∇x)u,D(∇x)u
)

Ω
= (λ+ iδ)(%uM, uM)Ω.

Take the imaginary part and observe that according to (1.20), uM = 0 and thus
−(AEEDE(∇x)u

E, DE(∇x)u
E)Ω = 0 so that ∇xu

E = 0, uE = cE and cE = 0, in view
of the Dirichlet condition (1.16). In the case Γ = ∅, the last argument fails, but
assuming (uE, 1)Ω = 0 similarly to (2.9), again yields uE = 0.

The same consideration works as such for Λ(δ) = Λ − iδ, that is, for the adjoint
problem, if Γ 6= ∅. If Γ = ∅, we must impose the additional conditions (uE, 1)Ω =
0 and F (0, 1) = 0, since the electric potential is defined only up to an additive
constant. �

The limiting absorption principle, see the introduction and references in [5], states
that a solution u of the problem with a real parameter Λ ought to be obtained as
the limit δ → +0 of the solutions uδ of the problem with the complex parameter
(5.32). This limit may of course not belong to H1(Ω), although it satisfies certain
radiation conditions at infinity, which have been regarded as ”physically justified”.

First of all, treating the problem (4.3) in the weighted space with detached asymp-
totics will allow us to pass to the limit rigorously by using simple tools of pertur-
bation theory of linear operators, cf. [10]. At the end of this section, a preliminary
consideration will demonstrate that the existence of the limit requires at least the
orthogonality conditions (4.20), which are natural in our formulation of the piezo-
electricity problem with Mandelstam radiation conditions, see Theorem 4.3.

In the next section we will first prove that in the case of a simple eigenvalue of SΛ

(Section 5.2) the compatibility conditions (4.20) are sufficient to obtain the limit u,
and, moreover, that the solution u satisfies the Mandelstam radiation conditions.
However, we will also prove that in a certain situation with an eigenvalue of alge-
braic multiplicity 2 (Section 5.3), the existence of the limit requires an additional
orthogonality condition which has no physical sense at all. In this way the limiting
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absorption principle may become incorrect at a threshold of the spectrum of the
problem (1.15)–(1.17).

Let us consider the formulation of the problem with the spectral parameter (5.32)
in the weighted space with detached asymptotics, in order to simplify the technical-
ities in the next section.

We fix β > 0 and δ0 > 0 such that in the rectangle Υβ, (3.12), the multiplicity of
the spectrum SΛ±iδ(·) is 2N (the same as the multiplicity of SΛ(·)); we use here the
stability theorem of the total multiplicity of the spectrum of a holomorphic pencil,
[8, Ch. 1.]. Since AΛ+iδ(η)∗ = AΛ−iδ(η)∗ and AΛ+iδ(η) = AΛ−iδ(−η), the total
multiplicity of the spectrum SΛ±iδ in each of the smaller rectangles Υ±β = {η ∈ Υβ :
±Im η > 0} equals N ; note that owing to [24], [33, § 3.4] and the solvability of the
problem (4.3) with Λ± iδ in H1

0 (Ω; Γ) (Lemma 5.4), the interval υ0 = Υβ ∩R is free
of the spectrum.

Let L±Λ+iδ be a subspace of the space of Floquet waves (3.8), generated by the

eigenvalues η0 ∈ Υ±β , and let {wδ±(1), . . . , w
δ±
(N)} be a basis of L±Λ+iδ. Since ±Im η0 > 0

for η0 ∈ Υ±β , the exponential multiplier eiη
0z in (2.21) makes the function wδ±n (y, z)

decay exponentially as z → ±∞ and grow as z → ∓∞.
The integral identity(

A\D(∇x)u
δ, D((∇x)v

)
Ω
− (Λ + iδ)(%uδM, vM)Ω

= F (v) ∀ v ∈ W 1
β,0(Ω; Γ)(5.33)

(notice that β is replaced by −β in comparison with (4.3)) gives rise to the oper-
ator O−β(Λ + iδ), see (4.5). Furthermore, the theorem on asymptotics [24], [33,

Thm. 3.4.5] implies that the Banach space W1,δ
β,0(Ω; Γ; Λ) of vector functions

uδ(x) = χ(x)
∑
±

N∑
n=1

aδ±n wδ±(n)(x) + ũδ(x)(5.34)

with norm ∑
±

N∑
n=1

|aδ±n |+ ‖ũδ;W 1
β (Ω)‖,(5.35)

is the pre-image of
(
W 1
−β,0(Ω; Γ)

)∗
for the mapping O−β(Λ + iδ). The operator

Oδ
β(Λ) is the restriction of O−β(Λ + iδ) to W1,δ

β,0(Ω; Γ; Λ).
The operator O0(Λ + iδ) with δ ∈ (0, δ0) is an isomorphism, because the problem

(5.33) with β = 0 is uniquely solvable in the Sobolev space, as was verified. This
property is inherited by the restriction Oδ+

β (Λ) of Oδ
β(Λ) onto the subspace

W1δ+
β (Ω; Γ; Λ) =

{
uδ ∈W1δ

β (Ω; Γ; Λ) : aδ−1 = . . . = aδ−N = 0 in (5.34)
}

(5.36)

Proposition 5.5. For every δ ∈ (0, δ0) and F ∈
(
W 1
−β,0(Ω; Γ)

)∗
, the problem (5.33)

has a unique solution uδ in the space (5.36). �

We emphasize that the coefficient cδ in the estimate∑
±

N∑
n=1

|aδ−n |+ ‖ũδ;W 1
β (Ω)‖ ≤ cδ

∥∥F ;
(
W 1
−β,0(Ω; Γ)

)∗∥∥(5.37)
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following from Proposition 5.5 depends on the small parameter δ > 0 and may grow
when δ → +0.

Both spaces W1δ+
β (Ω; Γ; Λ) and W1out

β (Ω; Γ; Λ) (Section 4.3) are isomorphic to the
direct sum

W 1
β,0(Ω; Γ)⊕ CN ,(5.38)

where the first component contains the remainders and the second one the coeffi-
cient column in the asymptotic decomposition. However, the operators Oδ+

β (Λ) and

Oout
β (Λ) can be close to each other only, if the spaces

L0+
Λ = lim

δ→+0
Lδ+Λ and Lout

Λ(5.39)

coincide. In Section 5.6 we will give an example such that L0+
Λ 6= Lout

Λ at a threshold
value of Λ. However, this example does not harm the limiting absorption principle
for this value of Λ, because one may assume that the radiation conditions with the
linear subspace L0+

Λ are physically correct, although the corresponding scattering
matrix is loses the unitarity property. Also, the existence of the limit

u0(x) = lim
δ→+0

uδ(x)(5.40)

requires some other condition on the right-hand side F in (5.33), and we will provide
an example where the limit (5.40) does not exist even under the natural orthogonality
conditions (4.20).

5.6. Success and failure of the limiting absorption principle. Let η0 ∈ (0, π)
be a geometrically and algebraically simple eigenvalue of the pencil AΛ(·), and let
η± and U± be defined as in Section 5.2. We change the real perturbation (5.8) to
the imaginary one (5.32), but keep the ansätze (5.9) and (5.10) for the eigenpair of
the pencil AΛ+iδ(·), and thus convert the equation (5.13) into

i
(
%◦U0M, U0M

)
$
± η±′b1 = 0,

so that

(5.41) ±η±′ = −ib1

(
%◦U0M, U0M

)
$
⇒
{
η±′ ∈ iR+ for b1 < 0,
η±′ ∈ −iR+ for b1 > 0.

In other words, the eigenvalue η±(δ) in (5.9) belongs to the rectangle Υ±β in the

case b1 < 0, but η±(δ) ∈ Υ∓β , if b1 > 0. Recalling our conclusion on ascending and
descending arcs in Section 5.3 as well as the incoming and outgoing waves of (5.7),
we observe that

w0+ := lim
δ→+0

wδ+ = wout , w0− := lim
δ→+0

wδ− = win for b1 < 0 ,

w0+ = win , w0− = wout for b1 > 0,(5.42)

where

wδ±(y, z) = eiη
±(δ)zU(y, z; η±(δ)).(5.43)

In view of (5.9), (5.10) and the justification estimates in [44, Ch. 9], we have

‖wδ± − w0±;H1($)‖ ≤ cδ.(5.44)
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Theorem 5.6. Assume that all real eigenvalues of the pencil AΛ(·) are geometri-
cally and algebraically simple (cf. Fig. 3 with Λ = Λ•). Then, if the compatibility
conditions (4.20) hold, the limit (5.40) exists and it can differ from the solution u of
the problem (5.33) with δ = 0 and the Mandelstam radiation conditions (Theorem
4.3) by an element of kerOβ(Λ) only, i.e., by a piezoelectric trapped mode.

Proof. We identify the spaces W1δ+
β (Ω; Γ; Λ) and W1out

β (Ω; Γ; Λ) by using the

direct sum (5.38) and thus compare Oδ+
β (Λ) with Oout

β (Λ). If uout ∈W1out
β (Ω; Γ; Λ),

we take the terms of uout from (4.19) and set

uδ(x) = ũ(x) + χ(x)
N∑
p=1

aout
p wδ+(p),

i.e., uout and uδ are the same elements of (5.38). Then

Oout
β (Λ)uout = Oβ(Λ)ũ+

(
[L, χ], [N,χ]

) N∑
p=1

aout
p wout

(p)

+ χ(L̃− %̃ΛE, Ñ)
N∑
p=1

aout
p wout

(p) ,(5.45)

Oδ+
β (Λ)uδ = Oβ(Λ + iδ)ũ+

(
[L, χ], [N,χ]

) N∑
p=1

aout
p wδ+(p)

+ χ
(
L̃− %̃(Λ + iδ)E, Ñ

) N∑
p=1

aout
p wout

(p) ,(5.46)

where %̃ is as in (1.21), and the operators L̃ and Ñ are defined as in (1.15), (1.17)

using the matrix Ã\ of (1.21). Clearly,∥∥Oβ(Λ)ũ−Oβ(Λ + iδ)ũ;
(
V 1
−β,0(Ω; Γ)

)∗∥∥ ≤ cδ,

and by (5.42), (5.43) and (5.7) we have

‖
(
[L, χ], [N,χ]

)(
wout

(p) − wδ+(p)

)
;
(
V 1
−β,0(Ω; Γ)

)∗‖ ≤ cδ,

because the commutators [L, χ] and [N,χ] have coefficient functions with compact
supports. Finally, the estimates (1.22) imply that the coefficients of the operators

L̃ − %̃ΛE and Ñ decay exponentially as O(e−αz). Recalling the assumption β ≤ α
above Theorem 4.2, we easily conclude that∥∥χ(L̃, Ñ)(wout

(p) − wδ+(p));
(
V 1
−β,0(Ω; Γ)

)∗∥∥ ≤ cδ,∥∥χ(%̃Ewδ+(p), 0);
(
V 1
−β,0(Ω; Γ)

)∗∥∥ ≤ cδ.

In this way, the norm of the difference of the last terms of (5.45) and (5.46) is seen
to be O(δ), too.

Thus, the operator Oδ+
β (Λ) can indeed be regarded as a small perturbation of

Oout
β (Λ), and the assertion is a direct consequence of Theorem 4.3 and perturbation

theory. �

Remark 5.7. The conclusion of Theorem 5.6 holds true also for geometrically
multiple but algebraically simple eigenvalues of the pencil. Moreover, the cases
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0

0

Figure 4. a,b. Various multiplicites of AΛ(·)-eigenvalues.

η0 = 0 and η0 = ±π, which could not be treated in Section 5.2, can also be included
here. The multiplicities of the eigenvalues η0 = 0 and η0 = ±π must be even, cf.
Fig. 4,a) with Λ = Λ•.

Let now η0 be a geometrically simple eigenvalue with algebraic multiplicity κ =
2, Section 5.4. In order to construct the asymptotics of the eigenpairs {η±(δ) ,
U(x, η±(δ))} of the pencil AΛ+iδ(·) with the complex parameter (5.32) we follow [44,
Ch. 9] and thus keep the ansätze (5.25), (5.26), but instead of (5.28) we obtain the
quadratic equation

i
(
%◦U0M, U0M

)
$

+ (η′)2b2 = 0.

In the both possible cases ±b2 > 0, we get one root η′ ∈ C with Im η′ > 0 and the
other root −η′. Thus, the eigenvalue η+(δ) = η0 + |δ|1/2η′ + O(|δ|2) belongs to Υ+

β

and the corresponding Floquet wave

wδ+(x) = eiη
+(δ)zU(x; η+(δ))(5.47)

decays exponentially, when z → +∞. Also, the limit w0+(x) of (5.47) is nothing
but the standing Floquet wave (5.15), and

‖wδ+ − w0;H1($)‖ ≤ cδ1/2.(5.48)

Recalling our definition of outgoing and incoming waves (5.24) according to the
Mandelstam principle, we see that the subspaces L0+

Λ and Lout
Λ in (5.39) do certainly

not coincide in the case of the eigenvalue η0 with algebraic multiplicity 2, that is,
for a threshold value of the spectral parameter Λ.

Let us now assume that all real eigenvalues of the pencil AΛ(·) are geometrically
simple and of algebraic multiplicity of 1 or 2 (see Fig. 4,b) with signs • and N, H,
respectively). Then, according to the calculations above, we can compose a basis
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in L0+
Λ from the outgoing wout

(1) , . . . , w
out
(n) and standing wst

(n+1), . . . , w
st
(N) waves. Here,

2n and N − n are the numbers of eigenvalues with κ = 1 and κ = 2, respectively
(n = 1 and N = 4 in Fig. 4.b)). In other words, a solution obtained by the limiting
absorption principle has the decomposition

ulim(x) = χ(z)
( n∑
p=1

apw
out
(p) (y, z) +

N∑
p=n+1

apw
st
(p)(y, z)

)
+ ũlim(x),(5.49)

where the notation is similar to (4.19). The solution (5.49) is bounded in the same
way as in the case of algebraically simple eigenvalues in υ0, and this is why it is often
considered as physically relevant. However, q(wst

(p), w
st
(q)) = 0 and thus, because of

(5.49), it is not possible to define a unitary scattering matrix of full size N ×N , cf.
the proof of Theorem 4.4.

Moreover, a result in [31] shows that the kernel of the operator Olim
β (Λ) re-

lated to radiation conditions (5.49) may be larger than kerOβ(Λ). Elements of
ker Olim

β (Λ) 	 kerOβ, i.e. solutions of the homogeneous piezoelectricity problem in
Ω with asymptotic form (5.49) are called ”almost standing” waves. The paper [31]
contains a criterion for their existence in terms of the eigenvalues of the threshold
scattering matrix of Theorem 4.4; the criterion is derived using the Mandelstam
radiation principle. The almost standing waves are not stable, namely, small per-
turbations of the waveguide may cause them to vanish. They are closely related to
many (in fact all those known by the authors) anomalies like Wood’s and Weinstein’s
anomalies [47, 45].

Theorem 5.8. Assume that all eigenvalues of the pencil AΛ(·) are geometrically
simple and of algebraic multiplicity 1 or 2. Then, the solutions uδ ∈ H1

0 (Ω; Γ) of the
problem (5.33) with β = 0 have a limit u0 ∈ W 1

−β,0(ω; Γ), (5.40), if and only if the

right-hand side F ∈
(
W 1
−β,0(ω; Γ)

)∗
satisfies the orthogonality conditions (4.20) and

F (v) = 0 ∀ v ∈ ker Olim
β (Λ)	Oβ(Λ).(5.50)

This limit has the asymptotic form (5.49), satisfies the problem (4.3) with β replaced
by −β, and it is determined up to an addentum in ker Olim

β (Λ) ⊃ kerOβ(Λ) .

The proof of this assertion is a repetition of the proof of Theorem 5.6 with evident
changes, for example, the estimate (5.44) is replaced by (5.48).

If F (vst) 6= 0 for some almost standing wave vst ∈ ker Olim
β (Λ)	kerOβ(Λ), i.e. the

condition (5.50) fails, then an elementary asymptotic procedure [10, 44, 21] shows
that the solutions uδ have the terms δ−1cvst, which do not have limits when δ → +0.
This phenomenon is in agreement with Theorem 5.8, and it can be interpreted
as a failure of the limiting absorption principle in the present special situation.
Namely, the additional orthogonality conditions (5.50) would be required to rectify
the situation, and it is doubtful if they have any physical sense. Moreover, since
it is not possible to determine a proper scattering matrix at any threshold of the
spectrum of the piezoelectricity system, the authors tend to draw the conclusion
that the limiting absorption principle does not work at thresholds at all. It should
be emphasized that these deficiencies are not shared by the Mandelstam radiation
conditions, which have been developed in our paper for the piezoelectricity system.

6. Limit passages.
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6.1. Elastic and acoustic periodic waveguides. Selecting AME = (AEM)> =
O6×3 makes the matrices (1.7) block-diagonal and causes the elastic and electric
fields decouple in Ω. In this way one may adapt all the obtained results to pure
elastic cylindrical and periodic waveguides. However, all these results are mainly
known with the exception of Theorem 5.8, see [46] and [29, 30, 5]. The absence
of the spectral parameter Λ in the electric line of the systems (1.9) and (1.15)
prevents a direct application of our results to acoustics. However, we may change
the statement of the problem in Ω artificially, namely, replace the block diagonal
matrix E in (1.10) by the new matrix E = diag {Od×d, 1}. As a result, we set
up the ”pseudo-piezoelectricity” problem (1.10)–(1.12) and go over to the formally
self-adjoint problem (1.15)–(1.17) with the matrix

(6.1) A[ =

(
−AMM AME

AEM AEE

)
= −A\.

It is easy to observe that replacing A\ by A[ does not change any calculations or
results in the previous sections, and in this way one can transfer our results to
the scalar problem as well. This also complements the paper [5], where the same
conclusions as in Sections 5.3 and 5.6 were drawn for the Sommerfeld and limiting
absorption principles. The approach in [5] is different from [24], [33, Ch. 3 §4], and
it does not deal at all with the threshold situation.

The above presented simple considerations do not suffice to treat composite piezo-
electric waveguides with purely elastic inclusions, insulators or conductors, which are
used in engineering practice. To deal with such waveguides we perform various limit
passages similar to [18]. We emphasize that the corresponding asymptotic analysis
is known and thus there is no need to present justification estimates; in addition to
[18] we mention the book [39, Ch. 7]. Again, the absence of the spectral parameter
on the lowest line of the system is crucial, since its presence would essentially modify
the asymptotic analysis. The behavior of eigenvalues have not yet been investigated
for the elasticity problem in the case of a high contrast of elastic moduli.

It is a most important observation that, in composite piezoelectric waveguides,
the symplectic form (3.10) behaves well in all limit processes to be used. Hence,
the formulation of the Mandelstam radiation conditions and the classification of
outgoing/incoming waves remain the same as for the purely piezoelectric waveguides.
We thus do not need to repeat the calculations and arguments performed in Sections
2–5.

6.2. Description of composite waveguides. The purely elastic part of the wave-
guide Ω is an infinite open set ΩM, Fig. 5,a), such that

ΩM
+ = {x ∈ ΩM : z > 0} =

∞⋃
k=1

$M
k ,

$M
k = {x : (y, z − k) ∈ $M} , $M ⊂ $.(6.2)

In other words, the inclusions are still periodic in z > 0. However, the subset $M

is not necessarily connected, in contrast to Γ, and it thus consists of the connected
components $M(1), . . . , $M(N) with piecewise smooth boundaries, Fig. 5,b). Some
parts of boundary ∂$M(n) may intersect the exterior boundary ∂Π.
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a) b)

M

1

M

2

Figure 5. Composite piezoelectric/purely elastic waveguide (a) and
its periodic cell (b)

To adapt the results of Sections 3–5 to the composite waveguide we assume that
the restriction of the matrix A, (1.7), to ΩM has the representation

(6.3) A(x) =

(
AMM
• Od×d

Od×d δA
EE
•

)
, x ∈ ΩM,

where δ is a positive parameter and the blocks AMM
• and AEE

• are of sizes d × d
and d × d, respectively, and also have the properties required for AMM and AEE in
Section 1.2. Although the mechanical and electric fields decouple inside ΩM, the
whole problem with δ ∈ (0,+∞)0 is still piezoelectric. However, passing to the
limits δ → +0 and δ → +∞ makes the inclusion ΩM into a purely electric insulator
and conductor, respectively.

Since the piezoelectricity problem is elliptic, both of these limit passages are
well understood in the case of finite volume bodies, see, e.g., [18]. Thus, to make
the desired conclusions on the composite waveguides it suffices to investigate the
behavior of the elastic and electric fields at infinity, i.e., the behavior of the solutions
of the spectral problems (2.3)–(2.6) or (2.8). We only formulate the assertions on
the model problems in the periodicity cells; the analogues of Theorems 4.1, 4.2, and
4.3 for the composite waveguides can be proven word-by-word as in Section 4.

To simplify the demonstration, we assume that the 1-periodic matrices A◦† = A◦

and A◦• = diag {AMM◦
• , AEE◦

• } are continuously differentiable in the subsets $† ⊂
$ \ $M and $• = $M of the periodicity cell $. A similar continuity property is
assumed on the density %◦, too. Then, the differential form of the model problem
(2.8) is the same as in (2.3)–(2.6) with the following transmission conditions on
interfaces added:

L◦†(x,∇y, ∂z + iη)U δ
† (x; η) = M δ(η)%◦†EU

δ
† (x; η) , x ∈ $†,

U δ
† (x; η) = 0 , x ∈ γ† , N◦† (x,∇y, ∂z + iη)U†(x; η) = 0 , x ∈ ς†,(6.4)

L◦δ• (x,∇y, ∂z + iη)U δ
• (x; η) = M δ(η)%◦•EU

δ
• (x; η) , x ∈ $•,

U δ
• (x; η) = 0 , x ∈ γ• , N◦δ• (x,∇y, ∂z + iη)U•(x; η) = 0 , x ∈ ς•,(6.5)

N◦† (x,∇y, ∂z + iη)U†(x; η) = N◦δ• (x,∇y, ∂z + iη)U•(x; η) ,
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U δ
† (x; η) = U δ

• (x; η) , x ∈ ∂$• \ ∂$.(6.6)

Here, the notation is quite similar to (1.15), (1.17), (2.3), and (2.6), while the sub-
scripts † and • are related to the piezoelectric and, in the limit, elastic fragments of
the composite cell. The superscript δ of the differential operators indicates depen-
dence of the matrix (6.3) on that parameter.

The asymptotic analysis of the problem (6.4)–(6.6) becomes our next object.

6.3. Purely elastic insulating inclusions. Let δ be a small parameter, i.e., δ →
+0. We follow [39, Ch. 7],[18] and use the following asymptotic ansätze:

M δ(η) = M0(η) + . . .(6.7)

U δ
† (x; η) = U0

† (x; η) + . . . ,(6.8)

U δ
• (X; η) = U0

• (x; η) + . . . .(6.9)

We insert (6.7)–(6.9) and(6.3) into (6.4)–(6.6), collect terms of order 1 = δ0 and
derive the relations

L◦†(x,∇y, ∂z + iη)U0
† (x; η) = M0(η)%◦†EU

0
† (x; η) , x ∈ $†,

U0
† (x; η) = 0 , x ∈ γ† , N◦† (x,∇y, ∂z + iη)U0

† (x; η) = 0 , x ∈ ς†,(6.10)

L◦M• (x,∇y, ∂z + iη)U0M
• (x; η) = M0(η)%◦•U

0M
• (x; η) , x ∈ $•,

U0M
• (x; η) = 0 , x ∈ γ• , N◦M• (x,∇y, ∂z + iη)U0M

• (x; η) = 0 , x ∈ ς•,(6.11)

N◦M† (x,∇y, ∂z + iη)U0
† (x; η) = N◦M• (x,∇y, ∂z + iη)U0M

• (x; η) ,

U0M
† (x; η) = U0M

• (x; η) , x ∈ ∂$• \ ∂$.(6.12)

At the same time the electric component U0E
• in (6.9) must satisfy the scalar problem

(recall the block-diagonal matrix (6.3) and the matrix E in (1.10))

− DE(∇y, ∂z + iη)>A◦EE• (x)D(∇y, ∂z + iη)U0E
• (x; η) = 0 , x ∈ $•,

U0E
• = 0 , x ∈ (∂$• \ ∂$) ∪ (γ• ∩ ∂$•),(6.13)

− DE(n(x) + ie(d)η)>A◦EE• (x)D(∇y, ∂z + iη)U0E
• (x; η) = 0 , x ∈ (∂$• \ ∂$) \ γ•.

Since the subset ∂$• \∂$ of the Dirichlet boundary is not empty, the mixed bound-
ary value problem (6.13) is uniquely solvable, and this completes the treatment
of the main terms in (6.7)–(6.9). Although the transmission conditions (6.12) in-
volve the scalar Neumann boundary condition for U0

† on ∂$• \ ∂$, the variational
formulation of (6.10)–(6.12) can be derived in the standard way and it reads as(

A◦†D(∇y, ∂z + iη)U0
† , D(∇y, ∂z + iη)V†

)
$†

+
(
A◦MM
• D(∇y, ∂z + iη)U0M

• , DM(∇y, ∂z + iη)V M
•
)
$•

= M0(η)
(
(%◦U0M

† , V M
† )$† + (%◦U0M

• , V M
• )$•

)
, ∀{V†, V M

• } ∈ Hper.(6.14)

Here, the Sobolev space Hper consists of vector functions {V†, V M
• } with components

V† ∈ H1
0per($†; γ†) and V M

• ∈ H1
0per($•; γ•) satisfying V M

† = V M
• on ∂$• \ ∂$.

Notice that the restriction of V M
• to the subdomain $M(n) does not have periodicity

conditions, if $M ⊂ $, since in that case $M does not touch the ends τ 0 and τ 1 of
the periodicity cell.

Our formal asymptotic analysis is justified by the following theorem.
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Theorem 6.1. Assume that the restriction of the matrix A to $• = $M has
the representation (6.3) depending on the small parameter δ. For all k ∈ N and
η ∈ [−π, π] there exist δk > 0 and ck, Ck such that the entries M δ

k (η) and M0
k (η)

of the eigenvalue sequence (2.10) of the problems (2.8) and (6.13), respectively, are
related by

|M δ
k (η)−M0

k (η)| ≤ ckδ , δ ∈ (0, δk].(6.15)

The corresponding vector eigenfunctions U δ
(k) and U0

(k)†, U
0M
(k)• satisfy the estimate

‖U δ
(k) − U0

(k)†;H
1($†)‖+ ‖U δM

(k) − U0M
(k)•;H

1($•)‖ ≤ Ckδ , δ ∈ (0, δk].(6.16)

Notice that the application of standard justification estimates requires the use
of the energy functional (1.14) and the non self-adjoint form (1.9)–(1.11) of the
piezoelectricity problem as well as the reduction to a self-adjoint operator, see [27]
and also [18], [34].

Associated vectors in Jordan chains and Floquet waves are solutions of the inho-
mogeneous problem (6.4)–(6.6) with a fixed spectral parameter M δ

n(η). Hence, by
an induction argument, one may compare elements of Jordan chains by means of
estimates of type (6.16). According to general results [44, Ch. 9] and [8, Ch. 1], cf.
Section 5.4, a perturbation of the problem may change the structure of the canonical
systems of Jordan chains, but the total multiplicity of the spectrum of the pencil
is preserved in a neighbourhood of a point. In this way Theorem 6.1 can be gen-
eralized to prove the proximity and convergence of Floquet waves restricted to the
periodicity cell, cf. (5.44) and (5.48).

6.4. Purely elastic conductive inclusions. Let now δ be a large parameter, i.e.
δ → +∞. We still use (6.7) and (6.8), but the representation (6.9) for U δ

• in
$• = $M is replaced by

U δM
• (x; η) = U0M

• (x; η) + . . . , x ∈ $•,(6.17)

U δE
• (x; η) = CE

ne
−iηz + δ−1U ′E•(n)(x; η) + . . . , x ∈ $M(n), n = 1, . . . , N,(6.18)

where CE
n are some constants. Inserting (6.7), (6.8), (6.17), and (6.18) into (6.4)–

(6.6), taking (6.3) into account and extracting the terms of order 1 = δ0 yield the
relations (6.10) in $† and (6.11) in $•, but the transmission conditions on ∂$• \∂$
become

N◦M† (x,∇y, ∂z + iη)U0
† (x; η) = N◦M• (x,∇y, ∂z + iη)U0M

• (x; η) ,(6.19)

U0M
† (x; η) = U0M

• (x; η) , x ∈ ∂$• \ ∂$.(6.20)

U0E
† (x; η) = CE

ne
−iηz , x ∈ ∂$M(n) \ ∂$, n = 1, . . . , N,(6.21)

where $M(1), . . . , $M(N) are the connected components of $M. At the same time,
we observe that

CE
n = 0 in the case ∂$M(n) ∩ γ 6= ∅.(6.22)

However, in the case ∂$M(n)∩γ = ∅ we need in addition to consider the correction
electric term in (6.18), which must satisfy the following Neumann problem:

L◦E• (x,∇y, ∂z + iη)U ′E•(n)(x; η) = 0 , x ∈ $M(n) ,(6.23)

N◦E• (x,∇y, ∂z + iη)U ′E•(n)(x; η)
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=

{
N◦E† (x,∇y, ∂z + iη)U0

† (x; η) , x ∈ ∂$M(n) \ ∂$
0 , x ∈ ∂$M(n) ∩ ∂$.

Here, L◦E• and N◦E• are the differential operators on the left-hand side of (6.13), and
they clearly annihilate the main term in (6.18). The right-hand side N◦E† U

0
† with

the electric component of the operator N◦† is explained by the coefficients δ of AEE
•

in (6.3) and δ−1 of U ′E•(n) in (6.18). Since the problem (6.23) is formally self-adjoint,

and e−iηz is the only function satisfying the homogeneous problem, the Fredholm
alternative gives just one compatibility condition∫

∂$M(n)\∂$
eiηzN◦E† (x,∇y, ∂z + iη)U0

† (x; η)dsx = 0 , n = 1, . . . , N.(6.24)

Note that the constants CE
1 , . . . , C

E
N in (6.21) are arbitrary, if (6.22) does not fix

them, but the orthogonality conditions (6.24) compensate this ambiguity. Hence,
we write the variational formulation of the problem (6.10), (6.11), (6.19)– (6.21),
and (6.24) as (6.14) in the Hilbert space H, which consists of vector functions
V = {V†, V M

• } with components V† ∈ H1
0per($†; γ†) and V M

• ∈ H1
0per($•; γ•) sat-

isfying the stable boundary and transmission conditions: namely, in addition to the
Dirichlet conditions on γ and the L2-continuity of the displacements on ∂$• \ ∂$,
the restrictions (6.21) and (6.22) indicate a subspace of the Sobolev space. We also
mention that the orthogonality conditions (6.24) have been derived from the inte-
gral identity (6.14) with the help of the Green formula and variation of constants
CE
n = eiηzV |∂$M(n)\∂$.
We finish our consideration of the purely elastic conductive inclusions by formu-

lating the following assertion similar to Theorem 6.1.

Theorem 6.2. Assume that the restriction of the matrix A to $• = $M has the
representation (6.3) with a large parameter δ. For all k ∈ N and η ∈ [−π, π] there
exist δk > 0, ck and Ck such that the entries M δ

k (η) and M0
k (η) of the eigenvalue

sequence (2.10) of the problems (2.8) and (6.13), respectively, are related by

|M δ
k (η)−M0

k (η)| ≤ ckδ
−1 , δ ∈ (0, δk].

The corresponding vector eigenfunctions U0
(k) and U0

(k)†, U
0M
(k)• satisfy the estimate

‖U δ
(k) − U0

(k)†;H
1($†)‖+ ‖U δM

(k) − U0M
(k)•;H

1($•)‖

+
N∑
n=1

‖U δE
(k) − CE

n ;H1($M(n))‖ ≤ Ckδ
−1 , δ ∈ (0, δk],

where CE
1 , . . . , C

E
N are the constants in the conditions (6.21) for U0

(k)†.
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