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#### Abstract

We have measured the total inelastic cross section ( $\sigma_{\text {inel }}$ ) and charged-particle multiplicities obtained in $p p$ collisions at $405 \mathrm{GeV} / c$. The data are from a preliminary $12000-$ picture bubble-chamber exposure. We find $\sigma_{\text {inel }}=32.8 \pm 1.0 \mathrm{mb}$; the low moments of the multiplicity distribution for negative particles are $\left\langle n_{-}\right\rangle=3.50 \pm 0.07, D_{-}=2.37 \pm 0.05, f_{2}{ }^{-}$ $=2.1 \pm 0.2$, and $f_{3}^{-}=0.1 \pm 0.9$. We also present updated results at $102 \mathrm{GeV} / c$.


In this Letter we report our latest measurements of topological, elastic, and total cross sections in $p p$ collisions at 102 and $405 \mathrm{GeV} / c$ utilizing the $30-\mathrm{in}$. Argonne National LaboratoryNational Accelerator Laboratory (ANL/NAL) liquid-hydrogen bubble chamber. The $102-\mathrm{GeV} / c$ data are from a 31000 -picture exposure (about 128 events per mb of cross section), while the $405-\mathrm{GeV} / c$ data are from a 12000 picture exposure (about 65 events per mb of cross section). The present work supersedes a previous publication of preliminary results at $102 \mathrm{GeV} / c$ based on a 5000 -picture exposure. ${ }^{1}$
Both exposures were scanned twice for events produced by beamlike tracks; a third comparison scan was performed to adjudicate any inconsistencies in beam counts or event topologies found in the two previous independent scans of the film. The $405-\mathrm{GeV} / c$ data and the initial $102-\mathrm{GeV} / c$ exposure ${ }^{1}$ were taken using $70-\mathrm{mm}$ film, while the major fraction of the $102-\mathrm{GeV} / c$ experiment was recorded using $35-\mathrm{mm}$ film, with the chamber operating in a double-pulsing mode. All exposures were divided equally between the University of Michigan and University of Rochester groups and were handled in a similar manner. Scanning at the University of Michigan was performed using projectors having $40 \times$ magnification of the image from film to scanning table, while a $25 \times$ magnification was used at the University of Rochester.

In Table I we present our measurements of the topological cross sections at $102 \mathrm{GeV} / c$. Corrections to the charged-particle cross sections have been made for Dalitz decays of the $\pi^{0} \mathrm{~s}^{2}{ }^{2}$ Results from the two scans indicated that the double-scan efficiency for two-pronged events which had proton recoil momenta in excess of
$200 \mathrm{MeV} / c$ was $(99 \pm 1) \%$, while for higher prong numbers it was essentially $100 \%$. A best estimate of the charged-prong count was made for events containing a visible secondary interaction near the vertex ( $\sim 1 \%$ of the total). All apparent oddpronged events ( $\sim 0.2 \%$ of the total) were classified as belonging to even-pronged topologies of the next-highest-integer value. A small correction, corresponding to a shift in the multiplicity distribution of approximately $10 \%$ of that resulting from the Dalitz-pair correction, was also applied to the data to take account of secon-

TABLE I. Topological cross sections at $102 \mathrm{GeV} / c$.
$\left.\begin{array}{ccccc}\text { Prong } \\ \text { number }\end{array} \quad \begin{array}{c}\text { Number } \\ \text { observed }\end{array} \quad \begin{array}{c}\text { Corrected }^{\mathrm{a}} \\ \text { number }\end{array} \quad \begin{array}{c}\text { Cross }^{\mathrm{b}} \\ \text { section } \\ (\mathrm{mb})\end{array}\right]$
${ }^{\text {a }}$ See text.
${ }^{\mathrm{b}}$ The density of hydrogen used in the calculation of cross sections is $0.0630 \pm 0.0005 \mathrm{~g} / \mathrm{cm}^{3}$ (L. Hyman, private communication).
${ }^{\text {c }}$ Elastic.
${ }^{\mathrm{d}}$ Inelastic.
dary interactions occurring within 0.5 cm of the main production vertex which might have gone unnoticed. Finally, the two-prong data were corrected for small-angle proton losses (short proton recoils which were not visible in the bubble chamber). The latter loss was determined by fitting the elastic scattering data by an exponential form

$$
\begin{equation*}
(d \sigma / d t)_{t=0} \exp \left(A t+B t^{2}\right), \tag{1}
\end{equation*}
$$

where $t$ is the square of the four-momentum transfer from incident to outgoing proton. This form is preferable to a simple exponential falloff in $t$ when fitting over a range of $t$ values which includes the "break" near $-t \approx 0.1 \mathrm{GeV}^{2}$ (Amaldi ${ }^{3}$ ). The fit was carried out using the unbiased data for $|t|>0.05 \mathrm{GeV}^{2}$, with the constraint that the cross section at $t=0$ be given by the lower limit provided by the optical theorem, ${ }^{3}$

$$
\begin{equation*}
(d \sigma / d t)_{t=0}=\sigma_{T}^{2} / 16 \pi(\hbar c)^{2} \tag{2}
\end{equation*}
$$

where for $\sigma_{T}$ we used our measured value of the total cross section (iterated with respect to the corrections required for $|t|<0.05 \mathrm{GeV}^{2}$ ).

Figure 1(a) displays the measured elastic differential cross section at $102 \mathrm{GeV} / c$ and the fit of Eq. (1) to the data. The best-fit parameters are given on the graph. The value of $B$ is consistent with recent measurements reported at NAL. ${ }^{3}$ The two-prong inelastic cross section was also corrected for slow-proton recoils assuming the same detection efficiency as a function of $t$ as was found using the fit in Fig. 1.

The events appearing in the elastic cross-section data of Fig. 1 were obtained through kinematic fitting of all two-pronged events by the elas-tic-scattering hypothesis. To ascertain the discrimination of the $\chi^{2}$ fit to background from reactions of the kind

$$
\begin{equation*}
p+p \rightarrow p+p+\pi^{0}, \quad p+p \rightarrow p+p+\pi^{0}+\pi^{0}, \tag{3}
\end{equation*}
$$

we proceeded as follows: We selected all fourpronged events belonging to the inclusive reaction

$$
\begin{equation*}
p+p \rightarrow p+\text { anything } \tag{4}
\end{equation*}
$$

where the final-state proton is slow in the laboratory. These events were converted into fake two-pronged events by ignoring all tracks except for the slow proton and the fastest positive track emerging from the main interaction point. These fake two-prongs were processed through our ki.. nematic fitting programs, and the fraction of events which were fitted by the elastic hypothesis


FIG. 1. Differential cross section for elastic scattering events at (a) 102 and (b) $405 \mathrm{GeV} / c$. Shaded area, event losses at small $t$.
provided us with an estimate of the corrections we made to the elastic data from the sort of channels given in Reaction (3). The uncertainty in this fitting procedure is reflected in the errors we assign to the two-prong cross sections. Errors on the $\geqslant$ four-prong cross sections are mainly statistical.

Table II presents, at $405 \mathrm{GeV} / c$, results similar to those given in Table I. In Fig. 1(b) we display the elastic-scattering differential cross section for the higher-energy data. The analysis proceeded in the same fashion as at $102 \mathrm{GeV} / c$. The larger error bars reflect the lower statistics as well as the poorer resolution for the twopronged inelastic/elastic separation at $405 \mathrm{GeV} / \mathrm{c}$.

TABLE II. Topological cross sections at $405 \mathrm{GeV} / c$.

| Prong <br> number | Number <br> observed | Corrected $^{\mathrm{a}}$ <br> number | Cross <br> section <br> $(\mathrm{mb})$ |  |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 600 | $516^{\mathrm{c}}$ | 7.8 | $\pm 0.7$ |
| 4 | 298 | $179^{\mathrm{d}}$ | 2.7 | $\pm 0.1$ |
| 6 | 331 | 303 | 4.6 | $\pm 0.3$ |
| 8 | 370 | 336 | 5.1 | $\pm 0.3$ |
| 10 | 312 | 375 | 5.7 | $\pm 0.3$ |
| 12 | 252 | 313 | 4.7 | $\pm 0.3$ |
| 14 | 190 | 252 | 3.8 | $\pm 0.2$ |
| 16 | 95 | 89 | 2.8 | $\pm 0.2$ |
| 18 | 66 | 63 | 1.3 | $\pm 0.1$ |
| 20 | 40 | 37 | 0.95 | $\pm 0.12$ |
| 22 | 23 | 21 | 0.56 | $\pm 0.09$ |
| 24 | 10 | 9 | 0.32 | $\pm 0.07$ |
| 26 | 3 | 2 | $0.030 \pm 0.021$ |  |
| 28 | 1 | 1 | $0.015 \pm 0.015$ |  |
| 30 | 2 | 2 | $0.030 \pm 0.021$ |  |
| 32 | 1 | 1 | $0.015 \pm 0.015$ |  |
| Total |  | 2170 | 32.8 | $\pm 1.0$ |
| inelastic | 2594 | 2686 | 40.6 | $\pm 1.2$ |
| Total |  |  |  |  |

${ }^{\mathrm{a}}$ See text.
${ }^{\mathrm{b}}$ The density of hydrogen used in the calculation of cross sections is $0.0630 \pm 0.0005 \mathrm{~g} / \mathrm{cm}^{3}$.
${ }^{\mathrm{c}}$ Elastic.
${ }^{\mathrm{d}}$ Inelastic.

Table III displays several calculated quantities of interest using the data presented in the previous tables. In Fig. 2 we combine our results with similar previous measurements at energies $\geqslant 50 \mathrm{GeV} .{ }^{4}$ We note the following:
(1) The average negative-particle multiplicity in inelastic $p p$ collisions between 50 and 405


FIG. 2. Negative--particle multiplicity distribution moments and $D /(\langle n\rangle-1)$ as functions of the incident momentum. The curves are the result of logarithmic fits described in the text.
$\mathrm{GeV} / c$ rises approximately as $\ln s$. There is, however, a substantial scatter of the experimen-

TABLE III. Low-order moments of the multiplicity distributions.

|  | $102 \mathrm{GeV} / \mathrm{c}$ |  |  | $405 \mathrm{GeV} / c$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | All <br> charged |  | Negative charge |  |  |  | Negative charge |
| $\langle n\rangle$ | $6.32 \pm 0.07$ |  | $2.16 \pm 0.04$ | 8.99 士 | 0.14 |  | $3.50 \pm 0.07$ |
| D | $3.13 \pm 0.04$ |  | $1.56 \pm 0.02$ | $4.75 \pm$ | 0.09 |  | $2.37 \pm 0.05$ |
| $\langle n\rangle / D$ | $2.02 \pm 0.03$ |  | $1.38 \pm 0.03$ | $1.89 \pm$ | 0.05 |  | $1.47 \pm 0.04$ |
| $\left\langle(n-\langle n\rangle)^{3}\right\rangle / D^{3 \mathrm{a}}$ |  | $0.65 \pm 0.04$ |  |  |  | $0.75 \pm 0.07$ |  |
| $\left\langle(n-\langle n\rangle)^{4}\right\rangle / D^{4 a}$ |  | $3.16 \pm 0.13$ |  |  |  | $3.62 \pm 0.28$ |  |
| $f_{2}$ | $3.45 \pm 0.25$ |  | $0.28 \pm 0.07$ | $13.5 \pm$ |  |  | $2.1 \pm 0.2$ |
| $f_{3}$ | 3 . $\pm 1$. |  | $-0.50 \pm 0.15$ | 30 . |  |  | $0.1 \pm 0.9$ |
| $f_{4}$ | $-34 . \pm 7$. |  | $0.00 \pm 0.34$ | 30. $\pm$ | 00. |  | 1. $\pm 4$. |

${ }^{\text {a }}$ The skewness $\left.\left[\langle n-\langle n\rangle)^{3}\right\rangle / D^{3}\right]$ and the kurtosis $\left[\left\langle(n-\langle n\rangle)^{4}\right\rangle / D^{4}\right]$ are identical for the total and negative-charged-particle multiplicity distributions. $D^{2}=\left\langle(n-\langle n\rangle)^{2}\right\rangle$ is the variance of the multiplicity distribution. For definition of the $f$ moments see Ref. 5.
tal points from a smooth rise with $s$; this is true for all the inelastic data as well as for multiplicities excluding the two-pronged topology, thus suggesting the presence of interesting structure or additional systematic uncertainties in these experiments. The best-fit linear dependence of $\left\langle n_{-}\right\rangle$on $\ln s$ is $\left\langle n_{-}\right\rangle=-2.5+0.9 \ln s$. We do not quote errors on these parameters because of the poor quality of the fit (an additional quadratic term does not substantially improve the fit).
(2) The $f_{2}{ }^{-}$moment ${ }^{5}$ requires a (lns) ${ }^{2}$ term in addition to a lns term to obtain an acceptable $\chi^{2}$ for its energy dependence:

$$
\begin{aligned}
f_{2}^{-}=(8.5 \pm 3.5)+ & (-3.8 \pm 1.3) \ln s \\
& +(0.43 \pm 0.12)(\ln s)^{2}
\end{aligned}
$$

(3) The errors on $f_{3}{ }^{-}$are presently too large to allow discrimination between linear and quadratic dependences on lns.
(4) The value of $D /(\langle n\rangle-1)$ is approximately constant $(\sim 0.59)$ as predicted by Wroblewski. ${ }^{6}$ The ratios of the $q$ th moments divided by the $q$ th power of the mean multiplicity, i.e., $\left\langle n^{\alpha}\right\rangle /$ $\langle n\rangle^{4}$, also appear to change slowly in this energy range (not shown). Taken together these results indicate that while exact Koba-Nielsen-Olesen scaling does not hold in this energy regime, it may be approached asymptotically (the Wroblewski formula deviates from exact Koba-NielsenOlesen scaling by a term which goes to zero as $1 /\langle n\rangle) .{ }^{6}$
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