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Previous measurements of elastic p-p scattering at GeV energies have suggested that the behaviour of the angular distribution is not exactly that expected for diffraction scattering arising from a pure imaginary scattering amplitude without spin dependence [1]. This has been maintained, experimentally, because of an excess of cross section at small angles above the value given by the optical theorem for pure diffraction scattering. No firm conclusion could be reached, however, because of various experimental difficulties, such as background, normalization problems, poor angular and momentum resolution or lack of counting statistics. The aim of the present experiment was to minimize these experimental effects and to study, in detail, the range of very small angles, extending into the Coulomb scattering region, where interference with a real nuclear amplitude would be important.

The differential cross sections for elastic
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proton-proton scattering at laboratory angles between about 2 and 20 mrad and for proton momenta of $10.1,19.3$ and $26.4 \mathrm{GeV} / c$ were measured using thin-plate sonic spark chambers in an arrangement of magnetic spectrometers. Subsidiary scintillation counter experiments with the same geometries gave the p-p total cross sections at the three proton momenta used. Substantial deviations above the optical theorem value for the forward elastic scattering cross section were found.

The experimental layout is shown in fig. 1. A beam of protons scattered quasi-elastically from an internal Be target in the CERN Proton-synchrotron was used. Elastic p-p scatterings in the liquid hydrogen target were identified by measurements of the directions and momenta of the particles before and after the target. The incident proton beam, 5 mm in diameter and generally containing about 300 particles per pulse, was defined by scintillation counters $C_{1}, C_{2}$ and $\mathrm{C}_{3}$ and the scattered protons were detected by counters $\mathrm{C}_{4}$ and $\mathrm{C}_{5}$. The defining scintillator $\mathrm{C}_{4}$ had a hole allowing unscattered particles to pass through without detection. The minimum scattering angles defined by this counter were $2.6,1.5$ and 1.0 mrad for the 10.1 , the 19.3 and the 26.4 $\mathrm{GeV} / c$ runs, respectively. Scattering over the full azimuth could be detected up to 9 mrad at


Fig. 1. Experimental layout.
$10.1 \mathrm{GeV} / \mathrm{c}$ and up to 5 mrad at the other two energies. The maximum scattering angle accepted by the apparatus at $10.1 \mathrm{GeV} / c$ was 23 mrad while at 19.3 and $26.4 \mathrm{GeV} / c$ it was 14 mrad. The background trigger rate from unscattered particles was reduced by an anti-coincidence counter $\mathrm{C}_{6}$ directly in the path of the beam. The coincidence signature used to trigger the spark chambers in the scattering runs was $12345 \overline{6}$.

Multiple scattering and background throughout the system were reduced to a very low level by transporting the beam in vacuum and by minimizing the thickness of scintillators, vacuum windows and spark chamber plates.

The positions of the incident and scattered protons were measured to about $\pm 0.3 \mathrm{~mm}$ by sonic spark chambers [2], $\mathrm{S}_{1}-\mathrm{S}_{5}$. Each spark
chamber had two gaps, four piezo-electric transducers detecting the sound signals in each gap. The forty sonic times-of-flight were digitized in units of $0.1 \mu \mathrm{~s}$ [2] and registered by forty 25 MHz scalers. The time-of-flight information for each event, together with other data such as the number of beam particles leading up to a spark chamber trigger, were recorded on magnetic tape [3] in a time of about 160 ms . This time delay limited the rate of obtaining data generally to one event per synchrotron cycle so that about 20000 triggers could be registered in one day.

The spark positions and subsequently scattering angles, momenta and interaction points were calculated from the magnetic tape data using the CERN IBM 7090 computer. Calibration runs, using the coincidence trigger 1235 and an empty target, giving the mean positions of the


Fig. 2. Proton-proton elastic scattering angular distributions at $10.1,19.3$ and $26.4 \mathrm{GeV} / c$. Sections (a), (b) and (c) give the experimental cross sections plotted against scattering angle and show fits made using a complex spin independent amplitude. In (d), (e) and (f) $X$ is the difference between the experimental and Coulomb cross sections, normalized to the optical theorem value $\left(k \sigma_{\text {tot }} / 4 \pi\right)^{2} . X$ is shown as a function of the square of the 4 -momentum transfer $t$. Attempts at singlet-triplet imaginary amplitude fits are shown.
unscattered beam in the spark chambers, were made at regular intervals and the scattering angles and momenta were obtained with reference to these mean positions.

For unscattered protons the angular resolution function of the system was found to fall to $10 \%$ in an angular interval of 0.15 mrad and the full width at half height of the distribution of the momentum difference between ingoing and outgoing protons was about $0.5 \%$.

The high precision in angle determination made it possible to compute the point of interaction for scattering events to about $\pm 10 \mathrm{~cm}$ in longitudinal position at scattering angles greater than 1.5 mrad . The background associated with scattering in the scintillator and spark chamber material at each end of the hydrogen target was largely removed by rejecting events having interaction points clearly outside the space occupied by the liquid hydrogen. Background measurements using an empty dummy target were also performed. The residual background to be subtracted, at $19 \mathrm{GeV} / c$ for example, was about $4 \%$ for elastic events between 2 and 3 mrad and less than $1 \%$ at larger angles.

Normally a 65 cm hydrogen target was used, in which case about $35 \%$ of the triggers were due to useful elastic events and about $12 \%$ to inelastic events. The remaining events were rejected for various reasons, either double sparks in a chamber ( $\sim 20 \%$ ), or scattering from the spark chambers and scintillation counters near the hydrogen target ( $\sim 15 \%$ ), or events outside the fiducial region in the trigger system ( $\sim 15 \%$ ).

Absolute differential elastic scattering cross sections were obtained from the number of particles included within the elastic peaks in the momentum distribution of the scattered protons and the total number of beam particles. Uncertainties from inelastic contributions in the elastic momentum peaks were always less than $1 \%$.

Fig. 2 shows the elastic scattering angular distributions obtained corrected for absorption in the hydrogen ( $\sim 11 \%$ ) and in detectors ( $\sim 1 \%$ ) and for the bias due to multiple particles events ( $\sim-1 \%$ ). The differential cross sections obtained at $19.3 \mathrm{GeV} / \mathrm{c}$ using a 20 cm long hydrogen target, for which the hydrogen absorption correction was $3.5 \%$, were in good agreement with those obtained with the longer target. Various fits to the data, described below, are shown in fig. 2. Substantial deviations of the cross sections above the optical theorem value for pure diffraction scattering, $(\mathrm{d} \sigma / \mathrm{d} \Omega)_{0}=\left(k \sigma_{\text {tot }} / 4 \pi\right)^{2}$, are seen at the three momenta studied.

The differential cross sections were analyzed
using two models. First, fits were made on the assumption of a complex spin independent scattering amplitude $f_{\mathrm{n}}$ using the relations

$$
\begin{gather*}
f_{\mathrm{n}}=\left(\frac{\sigma_{\text {tot }}}{4 \pi \hbar}\right)\left[p(t) \exp \left(\frac{1}{2} A_{\mathrm{R}} t\right)+\mathrm{i} \exp \left(\frac{1}{2} A_{\mathbf{I}} t\right)\right]  \tag{1}\\
f_{\mathrm{c}}=\frac{2 e^{2}}{\beta c|t|}(1+\mathrm{i} \epsilon)  \tag{2}\\
\epsilon=0.0073 \ln (0.0437 / t)  \tag{3}\\
\frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega}=p^{2}\left|f_{\mathrm{n}}+f_{\mathrm{c}}\right|^{2}+\text { corrections } \tag{4}
\end{gather*}
$$

in which $t=-2 \bar{p}^{2}(1-\cos \bar{\theta}) \approx-p^{2} \theta^{2}$ is the square of the four-momentum transfer in $(\mathrm{GeV} / c)^{2}, \beta$ is the laboratory velocity and $\sigma_{\text {tot }}$ is the strong intevaction total cross section. For the very small values of $t$ involved the electromagnetic form factor of the proton has been taken equal to unity. The expression for the Coulomb amplitude was taken from the discussion of Bethe [4] and contains a small imaginary part $\epsilon$. The interference of the latter with the large imaginary nuclear amplitude is always small and contributes, for example at $t=-1.8 \times 10^{-3}(\mathrm{GeV} / \mathrm{c})^{2}, 2.3 \%$ to $\mathrm{d} \sigma / \mathrm{d} \Omega$. At larger momentum transfers this contribution is even smaller.

In the evaluation the following simplifications were made; $A_{\mathrm{I}}=A_{\mathrm{R}}=A$, and $\rho(t)=\rho$ independent of $t$. The corrections in (4) amounted to about $1 \%$ and were made to take account of multiple scattering in the hydrogen target and the presence of small non-additive Coulomb terms [5].

In the second model the characteristic shapes of the angular distribution were attributed to spin dependence of the $p-p$ interaction. Imaginary singlet-triplet spin amplitude fits were made using the amplitude term

$$
\begin{align*}
& f_{\mathrm{n}}=\mathrm{i}\left(\frac{\sigma \text { tot }}{4 \pi \hbar}\right)\left[\sqrt{3} \frac{\left(3+\sigma_{1} \cdot \sigma_{2}\right) a_{3}}{4} \exp \left(\frac{1}{2} A_{3} t\right)+\right. \\
&\left.+\sqrt{\frac{1}{4}} \frac{\left(1-\sigma_{1} \cdot \sigma_{2}\right) a_{1}}{4} \exp \left(\frac{1}{2} A_{1} t\right)\right] \tag{5}
\end{align*}
$$

and the optical theorem constraint

$$
\begin{equation*}
\frac{3}{4} a_{3}+\frac{1}{4} a_{1}=1 \tag{6}
\end{equation*}
$$

together with eqs. (2), (3) and (4). The exponential slopes $A_{1}$ and $A_{3}$ for the singlet and triplet states and the amplitude coefficients $a_{1}$ and $a_{3}$ were varied to fit the experimental points.

The results of the calculations are given in table 1 and shown in fig. 2. The fits found on the assumption of a real part are satisfactory, as shown by the $x^{2}$ probabilities in table 1. The pa-

Table 1
Best fit values of the parameters in the Coulomb interference
and in the singlet-tr iplet models.

|  | $10.11 \mathrm{GeV} / \mathrm{c}$ | $19.33 \mathrm{GeV} / \mathrm{c}$ | $26.42 \mathrm{GeV} / \mathrm{c}$ |
| :---: | :---: | :---: | :---: |
| Coulomb interference model |  |  |  |
|  | $-0.43 \pm 0.043$ | $-0.33 \pm 0.033$ | $-0.32 \pm 0.033$ |
| $A^{( }(\mathrm{GeV} / c)^{-2}$ | $10.4 \pm 0.4$ | $10.0 \pm 0.2$ | $10.2 \pm 0.2$ |
| $x^{2}$ probability <br> of best fit | $50 \%$ - $5 \%$ |  | 85\% |
| $\sigma_{\text {total }}(\mathrm{mb})$ | $40.0 \pm 0.3$ | $38.9 \pm 0.3$ | $38.8 \pm 0.3$ |
| Singlet-triplet model |  |  |  |
| $a_{1}$ | $2.43 \pm 0.05$ | $2.22 \pm 0.05$ | $2.17 \pm 0.05$ |
| $a_{3}$ | $0.52 \mp 0.02$ | 0.59 干 0.02 | $0.61 \mp 0.02$ |
| $A_{1}(\mathrm{GeV} / c)^{-2}$ | $16 \pm 1$ | $12 \pm 0.5$ | $11 \pm 0.5$ |
| $A_{3}(\mathrm{GeV} / c)^{-2}$ | $350 \pm 50$ | $300 \quad \pm 50$ | $250 \pm 50$ |
| $x^{2}$ probability of best fit | $<10^{-6}$ | $<10^{-6}$ | $2 \%$ |

rameter $\rho$ varies from -0.43 to -0.32 between 10.1 and $26.4 \mathrm{GeV} / c$. Statistical errors in the differential cross sections contributed $3 \%$ to the error in $\rho$. A $2 \%$ uncertainty in the normalization of the differential measurements contributed $8 \%$ and the quoted error (table 1) in $\sigma_{\text {tot }}$ contributed $5 \%$. The exponential slopes $A$, measured at the very small momentum transfer of this experiment are the same, within the uncertainties of the fit, as those found in previous measurements at larger $|t|$ by Foley et al. [1].

On the other hand, the use of imaginary singlet-triplet spin amplitudes gave much poorer fits. The very steep rise of the angular distributions with decreasing momentum transfer appears to be characteristic of Coulomb interference and, as shown in fig. 2, could not be reproduced by the constrained exponential fits.

On the basis of the good real part fits the experimental data can be explained by the presence of a real spin independent amplitude, $30-40 \%$ of the imaginary. It is also apparent that the angular dependence of the real part cannot be too different from that of the imaginary part.

A situation intermediate between the extreme models discussed, that is to say with different complex spin amplitudes, is so complicated that more information than simple scattering angular distributions is needed.

The data needed to find the $p-p$ strong interaction total cross sections, $\sigma_{\text {tot }}$, used in the analyses were obtained piecemeal with the same beam and apparatus as were the differential cross sections. The transmission total cross section determined by the geometry of the counter system, $\mathrm{C}_{12345}$, was found by replacing the scintillator $\mathrm{C}_{4}$ by one without a hole and by
measuring the ratio of the counting rates 123 45 to 123 for both hydrogen and background runs. The contribution to $\sigma_{\text {tot }}$ found in this way was, for example at $19.3 \mathrm{GeV} / c, 35.3 \mathrm{mb}$ out of 38.9 mb . The cross sections for inelastic and elastic events included within the normal triggering counter system were obtained from the counting rates found in the differential cross section runs.

To obtain the strong interaction total cross sections from the experimental data it is necessary to eliminate all contributions from electromagnetic interactions. The most important of these are ordinary Coulomb scattering and possible interference between the Coulomb and the strong interaction amplitudes. The former can be dealt with accurately but the latter is model dependent. Using the real amplitude fit described above it was found that the Coulomb interference contributed about 0.4 mb to the total cross sections. The $\sigma_{\text {tot }}$ found after removal of this contribution are given in table 1 and are the correct strong interaction total cross sections for the real part fits. It is worth noting that Coulomb interference contributions could be larger at lower energies and that the precise measurement of strong interaction total cross sections demands more detailed information than has been generally available in standard transmission measurements.

The best fit values of $\rho$, the ratio of real to imaginary forward scattering amplitudes, are plotted against the incident momentum in fig. 3 together with values obtained from other recent experiments [6]. The trend shown below 1.5 $\mathrm{GeV} / c$ is taken from the discussion of Dowell et al. [6]. The interesting qualitative features


Fig. 3. The ratio of the real and imaginary parts of the forward elastic scattering amplitude, $\rho$, as a function of momentum. The sources of the points are ref. 6 and the first entry of ref. 1. The error bars on the points of Foley et al. are preliminary estimates.
of fig. 3 are the change of sign of $\rho$, from an attractive to a repulsive behaviour, at about 1.7 $\mathrm{GeV} / c$ and the large and rather constant value at momenta above $10 \mathrm{GeV} / c$. This change in character of the real part suggests a correlation with the momentum variation of the $\mathrm{p}-\mathrm{p}$ total cross section, which exhibits a very rapid increase between 1 and $2 \mathrm{GeV} / \mathrm{c}$ followed by a slowly falling plateau. The positive real part may then be essentially different from the negative real part as the $\mathrm{p}-\mathrm{p}$ interaction below the multiple meson production threshold is different from that above. Following these lines of thought it may be conjectured that the negative, repulsive real part will not decrease any more rapidly with energy than the inelastic cross section and will remain different from zero at the very highest energies, provided that the inelastic processes remain in operation.
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