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Introduction
• Interesting set of anomalies have appeared in 

measurements of B decays : 
– Branching fractions of several b→(s)ll processes [update 2weeks ago]
– Angular observables in B0→K*0µµ [updated last year]
– Lepton-flavour universality ratios in b→cln and b→sll decays

• Latter subject of a recent update that got some attention in the 
community - will talk about our measurement of the LFU ratio, RK

• Extent of discrepancies depends on theoretical issues
– Will try and highlight these issues as go through
– Some evolution here also

• B-decays of interest when well-calculable process, sensitive 
to new physics can be measured…
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b→sll decays  
• b→sll decays involve flavour 

changing neutral currents → loop 
process

• Best studied decay B0→K*0µµ

• Large number of observables: BF, 
ACP and angular observables –
dynamics can be described by 
three angles (ql, qK, f) and di-µ
invariant mass squared, q2
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Hadronic Effects

4

Two sources of hadronic uncertainties for exclusive
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µv` + Bµū`�
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Form factors (local) Form factors (local) Charm loop
(non-local)

I Local contributions (more terms if NP in non-SM Ci): form factors

Aµ = �
�mbq⌫

q� C�hM|s̄�µ⌫PRb|Bi + C�hM|s̄�µPLb|Bi

Bµ = C��hM|s̄�µPLb|Bi

I Non-local contributions (charm loops): hadronic contribs.

Tµ contributes like O�,�, but depends on q� and external states

I Overal agreement about both contributions, using various tools
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µv` + Bµū`�
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Theoretical Foundation
• The Operator Product Expansion is the theoretical tool 

that underpins rare decay measurements – rewrite SM 
Lagrangian as :

– “Wilson Coefficients” Ci
• Describe the short distance part, can compute perturbatively in given 

theory
• Integrate out the heavy degrees of freedom that can't resolve at some 

scale µ

– “Operators” Oi
• Describe the long distance, non-perturbative part involving particles 

below scale µ
• Account for effects of strong interactions and are difficult to calculate 

reliably

→ Form a complete basis – can put in all operators 

from NP/SM 5
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Theoretical Foundation
• The Operator Product Expansion is the theoretical tool 

that underpins rare decay measurements – rewrite SM 
Lagrangian as :

• Mixing between different operators : Ci → Ci 
effective 

• In certain observables the uncertainties on the operators 
cancel out – are then free from theoretical problems and 
measuring the Ci tells us about the heavy degrees of 
freedom – independent of model 
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B0→K*0µµ Ci and form factors
• Amplitudes that describe the B0→K*0µµ decay involve 

– The (effective) Wilson Coefficients: C7
eff (photon),        

C9
eff (vector), C10

eff (axial-vector) 
– Seven (!) form factors – primary origin of theoretical 

uncertainties 

→ BFs have relatively large theoretical uncertainties
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b→sll branching fractions
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b→sll branching fractions
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• Several b→sµµ branching fractions measured at LHCb
show some tension with predictions, particularly at low q2

→ 3.3s discrepancy 

→ 2.6s discrepancy 
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Figure 5: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays as a function of q2. The
data are overlaid with the SM prediction from Refs. [48,49]. No SM prediction is included in the
region close to the narrow cc̄ resonances. The result in the wider q2 bin 15.0 < q2 < 19.0GeV2/c4

is also presented. The uncertainties shown are the quadratic sum of the statistical and systematic
uncertainties, and include the uncertainty on the B0! J/ K⇤0 and J/ ! µ+µ� branching
fractions.

Table 2: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays in bins of q2. The first
uncertainty is statistical, the second systematic and the third due to the uncertainty on the
B0! J/ K⇤0 and J/ ! µ+µ� branching fractions.

q2 bin (GeV2/c4) dB/dq2 ⇥ 10�7 (c4/GeV2)

0.10 < q2 < 0.98 1.016+0.067
�0.073 ± 0.029± 0.069

1.1 < q2 < 2.5 0.326+0.032
�0.031 ± 0.010± 0.022

2.5 < q2 < 4.0 0.334+0.031
�0.033 ± 0.009± 0.023

4.0 < q2 < 6.0 0.354+0.027
�0.026 ± 0.009± 0.024

6.0 < q2 < 8.0 0.429+0.028
�0.027 ± 0.010± 0.029

11.0 < q2 < 12.5 0.487+0.031
�0.032 ± 0.012± 0.033

15.0 < q2 < 17.0 0.534+0.027
�0.037 ± 0.020± 0.036

17.0 < q2 < 19.0 0.355+0.027
�0.022 ± 0.017± 0.024

1.1 < q2 < 6.0 0.342+0.017
�0.017 ± 0.009± 0.023

15.0 < q2 < 19.0 0.436+0.018
�0.019 ± 0.007± 0.030
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BFs too low in b⇥ sµ+µ� decays?
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[JHEP 11 (2016) 047,   
JHEP 04 (2017) 142]

[JHEP 09 (2015) 179] [JHEP 06 (2015) 115]

[JHEP 06 (2014) 133]

B0→K*0µµ B0s→fµµ L0b→L0µµ 
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Figure 2: Di�erential branching fraction results for the B+⇤ K+µ+µ�, B0⇤ K0µ+µ� and
B+ ⇤ K⇥+µ+µ� decays. The uncertainties shown on the data points are the quadratic sum
of the statistical and systematic uncertainties. The shaded regions illustrate the theoretical
predictions and their uncertainties from light cone sum rule and lattice QCD calculations.

Table 3: Integrated branching fractions (10�8) in the high q2 region. For the B ⇤ Kµ+µ�

modes the region is defined as 15� 22GeV2/c4, while for B+⇤ K⇥+µ+µ� it is 15� 19GeV2/c4.
Predictions are obtained using the form factors calculated in lattice QCD over the same q2

regions. For the measurements, the first uncertainty is statistical and the second systematic.

Decay mode Measurement Prediction

B+⇤ K+µ+µ� 8.5± 0.3± 0.4 10.7± 1.2

B0⇤ K0µ+µ� 6.7± 1.1± 0.4 9.8± 1.0

B+⇤ K⇥+µ+µ� 15.8 +3.2
�2.9 ± 1.1 26.8± 3.6

measurements are all individually consistent with their respective predictions, they all
have values below those.
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New BF(Bs→fµµ) update
• LHCb recently presented updated results for 

BF(Bs→fµµ) :

• This 3.6s tension with SM is not yet in the fits to the 
anomalies
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BF(B0→K*0µµ) and the narrow 
width approximation 

• Also not yet taken into account in such fits :
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Measuring B0→μ+μ−
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• Potential of B0→μ+μ− decays as 
clean probe of NP well known for 
more than 30 years : 
– Dominant contribution from Z-penguin 

diagram, helicity and GIM suppressed
– Can get bag-factor that would 

otherwise dominant theory uncertainty 
from data

– Theoretically pristine, precise 
predictions for BFs : 

BF(Bs
0→µµ)=(3.66±0.23)×10-9    

BF(Bd
0→µµ)=(1.06±0.09)×10-10

– BF can be altered by modification of 
C10 or new scalar or pseudoscalar 
contribution (CS,P) 

– Major constraint on high tan b SUSY



New B0→μ+μ− measurement
• LHCb search for with full Run 2 data released 23rd March : 
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Figure 1: Mass distribution of the selected B0
(s)! µ+µ� candidates (black dots) with BDT > 0.5.

The result of the fit is overlaid and the di↵erent components are detailed: B0
s ! µ+µ� (red solid

line), B0! µ+µ� (green solid line), B0
s ! µ+µ�� (violet solid line), combinatorial background

(blue dashed line), B0
(s) ! h+h0� (magenta dashed line), B0 ! ⇡�µ+⌫µ, B0

s ! K�µ+⌫µ,

B+
c ! J/ µ+⌫µ and ⇤0

b ! pµ�⌫µ (orange dashed line), and B0(+)! ⇡0(+)µ+µ� (cyan dashed
line).

The correlation between the B0! µ+µ� and B0
s ! µ+µ�� branching fractions is �23%,183

while the correlations with B0
s ! µ+µ� are below 10%. The mass distribution of the184

B0
(s)! µ+µ� candidates with BDT > 0.5 is shown in Fig. 1, together with the fit result.185

An excess of B0
s ! µ+µ� candidates with respect to the expectation from background186

is observed with a significance of 10 standard deviations (�), while the significance of the187

B0! µ+µ� signal is 1.7 �, as determined using Wilks’ theorem [45] from the di↵erence188

in likelihood between fits with and without the specific signal component.189

Since the B0! µ+µ� and B0
s ! µ+µ�� signals are not significant, an upper limit on190

each branching fractions is set using the CLs method [46] with a profile likelihood ratio as191

a one-sided test statistic [47]. The likelihoods are computed with the nuisance parameters192

Gaussian-constrained to their nominal values. The test statistic is then evaluated on193

an ensemble of pseudo-experiments where the nuisance parameters are floated according194

to their uncertainties. The resulting upper limit on B(B0 ! µ+µ�) is 2.6⇥ 10�10 at195

95% CL, obtained without constraining the B0
s ! µ+µ�� yield. Similarly, the upper limit196

on B(B0
s ! µ+µ��)mµµ>4.9GeV/c2 is evaluated to be 2.0⇥ 10�9 at 95% CL.197

The e�ciency of B0
s ! µ+µ� decays depends on the lifetime, introducing a model-198

dependence in the measured time-integrated branching fraction. In the fit the SM value199

for ⌧µ+µ� is assumed, corresponding to Aµµ
��s

= 1. The model dependence is evaluated200

5

Mass fit result

18

ℬ(B0
s → μ+μ−) = (3.09+0.46+0.15

−0.43−0.11) × 10−9 (10.8σ)

[LHCB-PAPER-2021-007]

Preliminary

•  and  compatible with background only at  and B0 → μ+μ− B0
s → μ+μ−γ 1.7σ 1.5σ



Search for B0→µµ

• Combined with results from ATLAS (2018) and CMS (2019) 
• Results compatible with SM at 2s level [arXiv:2103.13370]
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B0→K*0µµ angular analysis

15



B0→K*0µµ angular analysis
• Try to use observables where theoretical uncertainties 

cancel e.g. Forward-backward asymmetry AFB of ql distn

0-crossing point

NP models

T. Blake

B0→K*0!+!! decay
• Large number of 

observables: branching 
fractions, CP asymmetries 
and angular observables. 

• Sensitive to new vector or 
axial-vector currents and 
virtual photon polarisation. 

• Reconstructed as a four 
track final state containing 
a kaon, pion and dimuon 
pair.  
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Form-factor independent obs.
• At low and high q2, (leading order) relations between the 

various form factors allow a number of form-factor 
“independent” observables to be constructed 

• E.g. in the region 1<q2<6 GeV2, relations reduce the 
seven form-factors to just two – allows to form quantities 
like

• which are form-factor independent at leading order

• In fact, can form a complete basis (P(’) series) in which 
there are six form-factor independent and two form-
factor dependent observables (FL and AFB) 

17

Constructing observables with smaller form-factor
dependence

� At low (q2 < 8 GeV2) and high q2 > 15 GeV2 relations between vector and
tensor form-factors at Leading Order, allow to:
⇥ Construct observables (e.g P ⇥

5) with reduced form-factor dependence at
LO and estimate theory errors
⇥ Also motivated due to lack of publicly available correlations between form
factor uncertainties (until recently [BSZ15])

� For example: for 1 < q2 < 6 GeV2 form-factor relations result in AL,R
⇤ and

AL,R
⇧ to depend on the same single form-factor (�⇤), and AL,R

⇤ to depend on
a single other one (�⇧)

P ⇥
5 � Re(AL

0A
L⇥
⇤ �AR

0A
R⇥
⇤ )q

(|AL
0|2+|AR

0 |2)(|AL
⇤|2+|AR

⇤|2+|AL
⌅|2+|AR

⌅|2)

⇥ P ⇥
5 is form-factor independent at LO

⇥ Angular distribution can be described by 6 form-factor independent and 2
form-factor dependent observables (the Pi basis)

K.A. Petridis (UoB) B0 � K⇥0µ+µ� Tuesday meeting 4 / 13



The P5’ anomaly
• Run 1 data showed form-factor “independent” P5’

observable has a local discrepancy in two bins –
(subsequently confirmed by Belle)

18

[PRL 118 (2017) 111801]
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Figure 8: The optimised angular observables in bins of q2, determined from a maximum likelihood
fit to the data. The shaded boxes show the SM prediction taken from Ref. [14].

24

[JHEP 02 (2016) 104]



The P5’ anomaly
• Run 1 data showed form-factor “independent” P5’

observable has a local discrepancy in two bins –
(subsequently confirmed by Belle)

• Also measurements by ATLAS and CMS 
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Figure 8: The optimised angular observables in bins of q2, determined from a maximum likelihood
fit to the data. The shaded boxes show the SM prediction taken from Ref. [14].
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“Global” fits

20

• Several theory groups have 
interpreted results by 
performing fits to b→sµµ data

• Consistent picture, tensions 
solved simultaneously by a 
modified vector coupling    
(∆C9 != 0) at >3s but 
discussion of residual 
hadronic uncertainties (…) 



B0→K*0µµ angular analysis
• Published updated analysis adding 2016 data to Run I ana.

– Double dataset cf previous analysis [PRL 125 (2020) 011802]

– Analysis of remaining Run II data in progress (further doubling)

• Vast majority of observables in agreement with SM predns, 
giving some confidence in theory control of form-factors

21



B0→K*0µµ angular analysis
• P5’ continues to show significant discrepancy wrt SM 

prediction
• Coherence between observables improved cf Run I 

analysis – tension with SM in angular analysis alone 3.3s

22

[PRL 125 (2020) 011802]



B+→K*+µµ angular analysis
• Angular analysis now performed for analogous K*+ decay 

mode with K*+→KS
0p+

• Lower statistics but message is identical – in this decay 
tension with SM is 3.1s

23
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ͲF0)

(EZMH 7XVEYF �9RMZIVWI 'PYWXIV �
�
�

�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

�
�

�
�

�
�
�
�

�
��

• Largest individual uncertainty on P5’ 
from cc-loop effects 

• Theorists have looked critically at their 
predictions – O1,2 operators have a 
component that could mimic a NP effect 
in C9 through cc loop

4
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FIG. 2. Prior and posterior predictions for P 0
5 within the SM

and the NP C9 benchmark, compared to LHCb data.

dictions for all observables of interest within the range
0  q2 . 14 GeV2. One of them is the angular observable
P 0

5 [34], which is the visible face of the “B ! K⇤µ+µ�

anomaly” [35]. Our SM prediction for P 0
5 is represented

by the gray band in Fig. 2. We find relatively small
uncertainties and a clearly apparent tension with LHCb
data (represented by purple boxes in Fig. 2).

Another interesting SM prediction that we obtain from
our analysis is:

BR(B0 ! K⇤0�) = (4.2+1.7
�1.3) · 10�5 , (11)

in agreement with the world average [36]. The larger
uncertainties as compared to Ref. [37] are due to our
doubling of the form factor uncertainties. SM predictions
for all other observables will be given elsewhere.

VI. NEW PHYSICS ANALYSIS

We now perform a fit to B ! K⇤µ+µ� data using
as prior information the SM predictions derived in Sec-
tion V. We include the branching ratio and the angu-
lar observables Si [38] within the q2 bins in the region
1  q2 . 14 GeV2. We use the latest LHCb measure-
ments [39, 40], and perform di↵erent separate fits, using
the results from the maximum-likelihood fit excluding
(LLH) and including (LLH2) the inter-resonance bin, or
using the results from the method of moments [41] (MOM
and MOM2), and both including (NP fit) and not includ-
ing (SM fit) a floating NP contribution to C9.

The fits provide posterior distributions for the correla-
tor, for B ! K⇤µ+µ� and B ! K⇤� observables, and
for C9. We first discuss some illustrative results of the
LLH2 fit. The posteriors for the real part of H?(q2) are
shown in Fig. 1, both for the SM and the NP fits. In this
case it is reassuring that both are consistent within errors
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TQ
bi2

`BQ
`

6.1 �

4.9 �

4.0 �

3.4 �

CaJ
9

1Pa

GG>
GG>k
JPJ
JPJk

FIG. 3. Posterior distributions for C9 from the NP fits and
their respective pulls. Dark and light shaded regions corre-
spond to 68% and 99% probability.

with the result of the prior fit, indicating that modifying
the long-distance contribution does not lead to improve-
ment in the SM fit, and so the long-distance contribution
is not likely to mimic a NP contribution.

The posterior NP prediction for P 0
5 (corresponding to

the LLH2 fit) is shown in Fig. 2, exhibiting a much better
agreement with the experimental measurements than the
SM (prior) prediction.

The main conclusion of the fits is the following. The
SM fits are relatively ine�cient in comparison with the
NP fits, with posterior odds [42] ranging from ⇠ 2.7 to
⇠ 10 (on the log scale) in favor of the NP hypothesis.
The one-dimensional marginalized posteriors yield:

(LLH) : C9 = 2.51 ± 0.29 , (12)

(LLH2) : C9 = 3.01 ± 0.25 , (13)

(MOM) : C9 = 2.81 ± 0.37 , (14)

(MOM2) : C9 = 3.20 ± 0.31 . (15)

The corresponding pulls with respect to the SM point
CSM

9 (µ = 4.2 GeV) = 4.27 range from 3.4 to 6.1 standard
deviations, and are illustrated in Fig. 3. These results,
from a fit to B ! K⇤µ+µ� data only, are in qualitative
agreement with global fits [42–48], but rely on a more
fundamented theory treatment.

VII. CONCLUSIONS

Analyticity provides strong constraints on the hadronic
contribution to B ! K⇤`` observables, and fixes the q2

dependence up to a polynomial, which under some cir-
cumstances is an expansion in a small kinematical pa-
rameter. In this letter we have exploited this idea to
propose a systematic approach to determine the non-local
contributions, which at this time are the main source of

• Parameterisation to theory 
and auxiliary data to try and 
determine cc effect 
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Could the SM predn be wrong?



What if SM predn are correct?
• Need a new vector contribution → adjusts C9 Wilson 

Coefficient; C9
NP= -C10

NP (V-A) also considered (…)

• Difficult to generate in SUSY models :

(but recent publicity has seen some resurrection)

• Models with composite Higgs/UED have same problem

• Could generate observed deviation with a Z’ or LQ 

25

“[C9 remains] SM-like throughout 
the viable MSSM parameter 
space, even if we allow for 
completely generic flavour 
mixing in the squark section”

[arXiv:1308.1501]



Lepton Universality Ratios
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Lepton Universality Ratios
• In the SM couplings of gauge bosons to leptons are 

independent of lepton flavour 

• Branching fractions differ only by phase space and helicity-
suppressed contributions 

• Ratios of the form:

– free from QCD uncertainties affecting other observables 
→ O(10−4) uncertainty [JHEP07 (2007) 040] 

– Up to O(1%) QED corrections [EPJC76 (2016) 8,440]

→ Any significant deviation is a smoking gun for New Physics

27

Lepton Flavour Universality tests (I)

⌘ In the SM couplings of gauge bosons to leptons are independent of lepton
flavour
! Branching fractions differ only by phase space and helicity-suppressed
contributions

⌘ Ratios of the form:

RK (⇤) :=
B(B ! K (⇤)µ+µ�)

B(B ! K (⇤)e+e�)

SM
⇠= 1

⌘ In SM free from QCD uncertainties affecting other observables
! O(10�4) uncertainty [JHEP07(2007)040]

⌘ Up to O(1%) QED corrections [EPJC76(2016)8,440]

! Any significant deviation is a smoking gun for New Physics.

K.A. Petridis (UoB) Test of LFU at LHCb March 2021 4 / 20



b→cln LFU ratios
• A further anomaly is seen in LFU ratios with semileptonic

b→cln decays
– Tree-level processes in SM – requires a huge NP effect, 

comparable with the SM amplitude 
– Drives idea of hierarchical effect: large NP effect in t, smaller in 
µ where have measured b→sµµ decays and little/no effect in e 
modes

– Theorists claim it is possible to make a NP explanation, coherent 
with b→sµµ

– Good theoretical control due to factorisation of hadronic and 
leptonic parts – then theoretically pristine quantity e.g. in case of 
b→cln transition,

28

Semileptonic B decays

o ͞Beƚa decaǇ͟ of B hadronƐ ʹ signature is lepton (μ or e (or ߬!)) , recoiling hadronic 
system, and missing momentum

ම Tree-level transition in SM ʹ strong V-A structure

o Theoretically under good control due to factorization of hadronic and leptonic part
oHadronic matrix element ത𝐵 ࣩ 𝐻 decomposed in terms of Lorentz structure with 

nonperƚƵrbaƚiǀe Ɛcalar fƵncƚionƐ of momenƚƵm ƚranƐfer ;͞form factors͟Ϳ

o Charged lepton universality implies branching fractions for semileptonic decays to 
݁, ,ߤ ߬ differ only by explicit mass-dependence

2

ത𝐵 → 𝐷ା → 𝐾ା𝐾ିߨା ିߤ ҧߥఓ candidate

𝑊ା

ℓ
ҧߥℓ

ത𝐵 𝐷

What we want to measure

3

തܤכܦା

ିߤ

ାߨ

ିܭ

ାߨ

ߥ

തܤכܦା

߬ି

ାߨ
ିܭ

ାߨ

ܦ

തܤ ՜ ିߤାכܦ ҧߥఓ
͞normaliǌaƚion͟

തܤ ՜ ା߬ିכܦ ҧߥఛ
͞Ɛignal͟

PV

PV

ܦ
ܴ ܦ כ ؠ

ࣜ തܤ ՜ ሻ߬ିכሺܦ ҧߥఛ
ࣜ തܤ ՜ ሻℓିכሺܦ ҧߥℓ

o Theoretically clean due to cancellation of 
form factor uncertainties
• Poorly-measured helicity suppressed 

amplitudes give dominant uncertainty
• SM predictions are precise. HFLAV global 

fits currently use: 
ܴ ܦ ൌ 0.300ሺ8ሻ

[EPJ C77 112 (2017)](Lattice/FLAG)
ܴ כܦ ൌ 0.252ሺ3ሻ

[PRD 85 094025 (2012)] (CLN)
• Alternate prediction with BGL z-

expansion FFs plus Belle unfolded ܤ ՜
ߥℓכܦ differential distributions

ܴ כܦ ൌ 0.258ሺ5ሻ
[arXiv 1707.09977]

ܴ כܦ ൌ 0.260ሺ8ሻ
[arXiv 1707.09509]



Fit to b→cln LFU ratios
• Combination of LHCb results with those from Babar/Belle 

• World average value SM predictions shows a 3.1s tension –
very recent updates to SM theory from lattice

• (RD,RD*) update from LHCb coming;   CMS... ? 
29



b→sll LFU ratios
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Lepton Flavour Universality tests (II)
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Figure 9. Distributions of the RK∗0 delta log-likelihood for the three trigger categories separately
and combined.

low-q2 central-q2

RK∗0 0.66 + 0.11
− 0.07 ± 0.03 0.69 + 0.11

− 0.07 ± 0.05

95.4% CL [0.52, 0.89] [0.53, 0.94]

99.7% CL [0.45, 1.04] [0.46, 1.10]

Table 5. Measured RK∗0 ratios in the two q2 regions. The first uncertainties are statistical and
the second are systematic. About 50% of the systematic uncertainty is correlated between the
two q2 bins. The 95.4% and 99.7% confidence level (CL) intervals include both the statistical and
systematic uncertainties.

Figure 10. (Left) Comparison of the LHCb RK∗0 measurements with the SM theoretical predic-
tions: BIP [26] CDHMV [27–29], EOS [30–32], flav.io [33–35] and JC [36]. The predictions are
displaced horizontally for presentation. (right) Comparison of the LHCb RK∗0 measurements with
previous experimental results from the B factories [4, 5]. In the case of the B factories the specific
vetoes for charmonium resonances are not represented.
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[JHEP05(2020)040]

(q2 ⌘ dilepton invariant mass squared)

K.A. Petridis (UoB) Test of LFU at LHCb March 2021 5 / 20

• Despite ~2.5s consistency with 
SM, measured values have 
generated some excitement –
are precisely what would result 
from  DC9

e=0, DC9
µ= -1 

i.e. could account for angular 
data, BFs and RK(*) ratios by 
changing only C9

µ



RK LFU ratio update
• Recently updated RK measurement in 1.1<q2<6.0 GeV2/c4

region,

• Previous measurement used 5fb-1 data from Run1, 2015,16

• Update adds 4fb-1 from 2017 and 2018, given cross-section 
difference effectively doubles number of B decays

• Measurement strategy identical to our previous analysis
31

Today: RK with the full LHCb dataset

RK =

R 6.0 GeV2

1.1 GeV2
dB(B+

!K+µ+µ�)
dq2 dq2

R 6.0 GeV2

1.1GeV2
dB(B+!K+e+e�)

dq2 dq2

Measurement performed in 1.1 < q2 < 6.0 GeV2/c4

⌘ Previous measurement [PRL122(2019)191801] used 5 fb�1 of data.
3 fb�1 of Run1
2 fb�1 of Run2 in 2015 and 2016

⌘ This update:
! Add remaining 4 fb�1 of Run2 in 2017 and 2018 .
! 9 fb�1 in total.
! Doubling the number of B ’s as previous analysis.

⌘ Follow the same analysis strategy as our previous measurement.
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RK Experimental challenge
• Primary difficult of analysis, controlling the differences 

between the electron and muon efficiencies 

• Electrons lose a large fraction of their energy through 
Bremsstrahlung in detector material

32

Electrons vs muons (I)

⌘ Electrons lose a large fraction of their energy through Bremsstrahlung in
detector material

⌘ Most electrons will emit one energetic photon the before magnet.
! Look for photon clusters in the calorimeter (ET > 75 MeV) compatible
with electron direction before magnet.
! Recover brem energy loss by “adding” the cluster energy back to the
electron momentum.

K.A. Petridis (UoB) Test of LFU at LHCb March 2021 8 / 20

– Most e± will emit one energetic 
photon before magnet
→ Look for photon clusters in 
the calorimeter (ET > 75 MeV) 
compatible with e± direction 
before magnet

– Recover brem. energy loss by 
“adding” the cluster energy back 
to the e± momentum 



RK Experimental challenge
• Even after the Bremsstrahlung recovery electrons still have 

degraded mass and q2 resolution 

• L0 calorimeter trigger requires higher thresholds than L0 
muon trigger, due to high occupancy 
– Use three exclusive trigger categories for e+e− final 

states: e± from signal-B; K± from signal-B; rest of event 

• Particle ID and tracking efficiency larger for µ± than e± 33

Electrons vs muons (II)
⌘ Even after the Bremsstrahlung recovery electrons still have degraded mass

and q2 resolution
From previous result, LHCb [PRL122(2019)191801]
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⌘ L0 calorimeter trigger requires higher thresholds, than L0 muon trigger, due
to high occupancy.
! Use 3 exclusive trigger categories for e+e� final states
1. e±

from signal-B; 2. K±
from signal-B; 3. rest of event

⌘ Particle ID and tracking efficiency larger for muons than electrons
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RK Analysis Strategy
• Exploit double ratio wrt equivalent J/y decay modes in 

order to cancel experimental systematic uncertainties

34

Measurement Strategy

RK =
B(B+ ! K+µ+µ�)

B(B+ ! K+J/ (µ+µ�))

�
B(B+ ! K+e+e�)

B(B+ ! K+J/ (e+e�))
=

Nrare
µ+µ�"

J/ 
µ+µ�

NJ/ 
µ+µ�"

rare
µ+µ�

⇥
NJ/ 

e+e�
"rare
e+e�

Nrare
e+e�

"
J/ 
e+e�

! RK is measured as a double ratio to cancel out most systematics

⌘ Rare and J/ modes share identical selections

apart from cut on q2

⌘ Yields determined from a fit to the invariant

mass of the final state particles

⌘ Efficiencies computed using simulation that is

calibrated with control channels in data

d�

dq2

q2[4m(`)2
]

B+
! K+ (2S)(`+`�)

B+
! K+J/ (1S)(`+`�)

B+
! K+`+`�

R

(q2 ⌘ dilepton invariant mass squared)
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– Measurement then statistically dominated 
– Rare and J/y modes share identical 

selections apart from cut on q2

– Yields determined from a fit to the invariant 
mass of the final state particles 

– Efficiencies computed using simulation that 
is calibrated with control channels in data 



RK selection and backgrounds
• Particle ID and mass vetoes used to suppress peaking 

bkgrds from exclusive B-decays to negligible levels e.g. 
– B+→D0(→K+e−ν)e+ν : cut on mK+e− > mD0

– B→Kπ+(→e+)π−(→e−): cut on electron PID 
• BDT to reduce combinatorial bkgrds

• Residual bkgrds suppressed by choice of m(K+l+l−) window 

• Check estimates using data control regions, altering fitted 
regions

35

– B+→ K+J/ψ(e+e−)
– Partially reconstructed dominated by 

B→K+π-e+e- decays 

– Constrain fractions between trigger 
categories and calibrate simulated 
templates using data 



Efficiency calibration
• Simulation is calibrated based on control data for the 

following quantities: 
– Trigger efficiency
– Particle identification efficiency
– B+ kinematics
– Resolutions of q2 and m(K+e+e−)

• Verify procedure through host of cross-checks 

• Overall effect of these calibrations is a relative shift of 
the RK result by (+3±1)% [would be 20% without the 
double ratio method]

36



rJ/y cross-check
• Test control of the absolute scale of the efficiencies by 

instead measuring the single ratio, 

• where we do not benefit from the double ratio cancellation 

• rJ/y measured to be lepton universal at 0.4% level

• Measure  rJ/y = 0.981±0.020 (stat+syst)
– compatible with unity for new and previous datasets and in all 

trigger samples
– result is independent of the decay kinematics
– binning in quantities that would expect bremsstrahlung and trigger 

to depend on see completely uniform result
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decay in the range 1.1 < q
2

< 6.0 GeV2 is referred to as the “rare mode”, whereas the180

B
+

! K
+
J/ (`+`�) mode is referred to as the “normalisation mode”.181

The selection applied to the normalisation modes is kept identical to that ap-182

plied to the rare modes, except for the q
2 selection that di↵erentiates between the183

rare and normalisation decays. In this way, many systematic uncertainties cancel184

in the ratio between these two modes. Indeed, the absolute size of e.g. track-185

ing, particle identification or trigger e�ciencies of one mode need not be known ex-186

actly, only the ratio of e�ciencies between the rare mode and the corresponding con-187

trol mode must be understood, i.e. "(B+
! K

+
e
+
e
�)/"(B+

! K
+
J/ (e+e

�)) and188

"(B+
! K

+
µ
+
µ
�)/"(B+

! K
+
J/ (µ+

µ
�)) are the quantities that must be controlled.189

If the kinematic distributions of variables related to the rare mode were identical190

to those of the normalisation mode, all e�ciency ratios would be unity and the mea-191

surement would be free from any e�ciency-related systematic uncertainties. Residual192

systematic uncertainties arise due to di↵erences in kinematic distributions between the193

rare mode and the normalisation mode. Distributions for various kinematic variables for194

simulated B
+

! K
+
`
+
`
� and B

+
! K

+
J/ events are shown in Fig. 6. Some variables195

show good agreement between the rare and normalisation mode, such as the quality196

of the vertex fit �2
DV(K+

e
+
e
�), the significance of the impact parameter �2

IP(K+
e
+
e
�),197

the pseudorapidity of all tracks ⌘, and the fraction of an electron track’s energy emit-198

ted via bremsstrahlung before the magnet, denoted p
brem(e)/ptot(e). For other vari-199

ables, the distributions di↵er between the rare decay and the normalisation modes.200

This means that the ratios of e�ciencies "(B+
! K

+
e
+
e
�)/"(B+

! K
+
J/ (e+e

�)) and201

"(B+
! K

+
µ
+
µ
�)/"(B+

! K
+
J/ (µ+

µ
�)), will not cancel perfectly. Examples of this202

are the distribution of the transverse momenta pT of all tracks and the dilepton angle203

↵K+ . For such variables, the dependence of the selection e�ciency as a function of the204

variables must be controlled in order to correctly evaluate the e↵ect of possible e�ciency205

mis-modelling as a function of that variable, which would not fully cancel.206

In order to demonstrate that the e�ciencies are controlled, several cross-checks are207

performed. The first of these cross-checks is the measurement of the single ratio of208

branching fractions between the normalisation modes, rJ/ , which must be unity, in209

agreement with existing measurements (see Eqn.(2)):210

rJ/ =
B(B+

! K
+
J/ (µ+

µ
�))

B(B+
! K

+
J/ (e+e

�))
(5)

=
N(B+

! K
+
J/ (µ+

µ
�))

"(B+
! K

+
J/ (µ+

µ
�))

·
"(B+

! K
+
J/ (e+e

�))

N(B+
! K

+
J/ (e+e

�))
. (6)

Because rJ/ is a single ratio, the muon and electron e�ciencies have to be controlled211

directly with respect to one another. This is therefore a stringent cross-check, because212

systematic e↵ects will not cancel as they do in the double ratio RK . Moreover, because213

N(B+
! K

+
J/ (e+e

�)) and N(B+
! K

+
J/ (e+e

�)) are both relatively large, the sta-214

tistical uncertainty is small and therefore the total uncertainty is dominated by systematic215

e↵ects.216

9



Differential rJ/y cross-check

38

statistical and systematic e↵ects. The consistency of this ratio with unity demonstrates
control of the e�ciencies well in excess of that needed for the determination of RK . In the
measurement of the rJ/ ratio, the systematic uncertainty is dominated by the imperfect
modelling of the B

+ production kinematics and the modelling of selection requirements,
which have a negligible impact on the RK measurement. No significant trend is observed
in the di↵erential determination of rJ/ as a function of any considered variable. An
example distribution, with rJ/ determined as a function of B+ momentum component
transverse to the beam direction, pT, is shown in Fig. 3. Assuming the observed rJ/ 

variation in such distributions reflects genuine mismodelling of the e�ciencies, rather than
statistical fluctuations, and taking into account the spectrum of the relevant variables in
the nonresonant decay modes, a total shift on RK is computed for each of the variables
examined. In each case, the resulting variation is within the estimated systematic
uncertainty on RK . Similarly, double di↵erential computations of the rJ/ ratio also do
not show any trend and are consistent with the systematic uncertainties assigned on the
RK measurement.

In addition to B
+
! J/ K

+ decays, clear signals are observed from B
+
!  (2S)K+

decays. The double ratio of branching fractions, R (2S), defined by

R (2S) =
B(B+

!  (2S)(! µ
+
µ
�)K+)

B(B+
! J/ (! µ

+
µ
�)K+)

�
B(B+

!  (2S)(! e
+
e
�)K+)

B(B+
! J/ (! e

+
e
�)K+)

, (3)

provides an independent validation of the double-ratio analysis procedure and further
tests the control of the e�ciencies. This double ratio is expected to be close to unity [2]
and is determined to be 0.997 ± 0.011, where the uncertainty includes both statistical
and systematic e↵ects. This can be interpreted as a world-leading test of lepton flavour
universality in  (2S) ! `

+
`
� decays.

The fit projections for the m(K+
`
+
`
�) and mJ/ (K+

`
+
`
�) distributions are shown in
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Figure 3: Di↵erential rJ/ measurement. The distributions of (left) the B+ transverse momentum,
pT, and (right) the ratio rJ/ relative to its average value

⌦
rJ/ 

↵
as a function of pT. The

distribution from the B+
! J/ K+ decays is similar to that of the corresponding B+

! K+`+`�

decays such that the measurement of rJ/ tests the kinematic region relevant for the RK

measurement. The lack of any dependence of the value of rJ/ /
⌦
rJ/ 

↵
as a function of B+ pT

demonstrates control of the e�ciencies.
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Figure 9: Di↵erential rJ/ measurement. (Top) distributions of the reconstructed spectra of
(left) the angle between the leptons, and (right) the minimum pT of the leptons. (Bottom) the
single ratio rJ/ relative to its average value

⌦
rJ/ 

↵
as a function of these variables. In the

electron minimum pT spectra, the structure at 2800MeV/c is related to the trigger threshold.

other reconstructed quantities examined are compatible with the systematic uncertainties
assigned. In addition, rJ/ is computed in two-dimensional intervals of reconstructed
quantities, as shown in Fig. 10. Again, no significant trend is seen.

Systematic uncertainties

The majority of the sources of systematic uncertainty a↵ect the relative e�ciencies between
nonresonant and resonant decays. These are included in the fit to RK by allowing the
relative e�ciency to vary within Gaussian constraints. The width of the constraint
is determined by adding the contributions from the di↵erent sources in quadrature.
Correlations in the systematic uncertainties between di↵erent trigger categories and run
periods are taken into account. Systematic uncertainties a↵ecting the determination of
the signal yield are assessed using pseudoexperiments generated with variations of the fit
model. Pseudoexperiments are also used to assess the degree of bias originating from the
fitting procedure. The bias is found to be 1% of the statistical precision, i.e. negligible
with respect to other sources of systematic uncertainty.

For the nonresonant B+
! K

+
e
+
e
� decays, the systematic uncertainties are dominated

by the modelling of the signal and background components used in the fit. The e↵ect is at
the 1% level. A significant proportion (0.7%) of this uncertainty comes from the limited
knowledge of the K⇡ spectrum in B

(0,+)
! K

+
⇡
(�,0)

e
+
e
� decays. In addition, a 0.2%
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Figure 9: Di↵erential rJ/ measurement. (Top) distributions of the reconstructed spectra of
(left) the angle between the leptons, and (right) the minimum pT of the leptons. (Bottom) the
single ratio rJ/ relative to its average value

⌦
rJ/ 

↵
as a function of these variables. In the

electron minimum pT spectra, the structure at 2800MeV/c is related to the trigger threshold.

other reconstructed quantities examined are compatible with the systematic uncertainties
assigned. In addition, rJ/ is computed in two-dimensional intervals of reconstructed
quantities, as shown in Fig. 10. Again, no significant trend is seen.

Systematic uncertainties

The majority of the sources of systematic uncertainty a↵ect the relative e�ciencies between
nonresonant and resonant decays. These are included in the fit to RK by allowing the
relative e�ciency to vary within Gaussian constraints. The width of the constraint
is determined by adding the contributions from the di↵erent sources in quadrature.
Correlations in the systematic uncertainties between di↵erent trigger categories and run
periods are taken into account. Systematic uncertainties a↵ecting the determination of
the signal yield are assessed using pseudoexperiments generated with variations of the fit
model. Pseudoexperiments are also used to assess the degree of bias originating from the
fitting procedure. The bias is found to be 1% of the statistical precision, i.e. negligible
with respect to other sources of systematic uncertainty.

For the nonresonant B+
! K

+
e
+
e
� decays, the systematic uncertainties are dominated

by the modelling of the signal and background components used in the fit. The e↵ect is at
the 1% level. A significant proportion (0.7%) of this uncertainty comes from the limited
knowledge of the K⇡ spectrum in B

(0,+)
! K

+
⇡
(�,0)

e
+
e
� decays. In addition, a 0.2%
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Differential rJ/y cross-check
• Also test rJ/y in 2D bins

• Flatness of 2D rJ/y plots gives confidence that 
efficiencies understood across entire phase-space 

• If take departure from flatness as genuine rather 
than fluctuations bias expected on RK is 0.1% 

39

Cross-check: rJ/ as a function of kinematics

⌘ Test efficiencies are understood in all kinematic regions by checking rJ/ is
flat in all variables examined.

B+ ! K+e+e� B+ ! J/ (e+e�)K+

⌘ Flatness of rJ/ 2D plots gives confidence that efficiencies are understood
across entire decay phase-space.
! If take departure from flatness as genuine rather than fluctuations
(accounting for rare-mode kinematics) bias expected on RK is 0.1%
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Systematic uncertainties 
• Dominant sources: ∼ 1% 

– Choice of fit model 
• Associated signal and partially reconstructed background shape

– Statistics of calibration samples 
• Bootstrapping method that takes into account correlations between 

calibration samples and final measurement 

• Sub-dominant sources: ∼ 0.1%
– Efficiency calibration 

• Dependence on tag definition and trigger biases
• Precision of the q2 and m(K+e+e−) smearing factors 
• Inaccuracies in material description in simulation

... 

• Total relative systematic of 1.5% in the final RK
measurement  → uncert. stat. dominated by factor ~3

40



Extracting RK

• RK is extracted as a parameter from an unbinned
maximum likelihood fit to m(K+μ+μ−) and m(K+e+e−) 
distributions in B+→K+l+l− and B+→J/ψ(l+l−)K+ decays

• Correlated uncertainties on efficiency ratios included as 
multivariate constraint in likelihood 

41

Measuring RK

⌘ RK is extracted as a parameter from an unbinned maximum likelihood fit to
m(K+µ+µ�) and m(K+e+e�) distributions in B+

! K+`+`� and
B+

! J/ (`+`�)K+ decays
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Figure 2: Candidate invariant mass distributions. Distribution of the invariant mass
m(J/ )(K

+`+`�) for candidates with (left) electron and (right) muon pairs in the final state for the
(top) nonresonant B+

! K+`+`� signal channels and (bottom) resonant B+
! J/ (! `+`�)K+

decays. The fit projection is superimposed. In the resonant-mode distributions, some fit
components are too small to be visible.

events (see Methods) and data-taking periods are taken into account in these constraints.164

The combined statistical and systematic uncertainty is then determined by scanning the165

profile-likelihood and the statistical contribution to the uncertainty is isolated by repeating166
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RK result
• RK with full Run1 and Run2 dataset 

• Compatibility with the SM obtained by 
integrating the profiled likelihood as a 
function of RK above 1 

• p-value under SM hypothesis: 0.0010 
• → Evidence of LFU violation at 3.1s

• Paper submitted to Nature Physics
42

RK with full Run1 and Run2 dataset

RK = 0.846 +0.042
�0.039 (stat) +0.013

�0.012 (syst)

⌘ p-value under SM hypothesis: 0.0010
! Evidence of LFU violation at 3.1�

⌘ Compatibility with the SM obtained by
integrating the profiled likelihood as a
function of RK above 1

⇤ Taking into account the 1% theory
uncertainty on RK [EPJC76(2016)8,440]
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Derived quantities

43

• Use RK and previous measurement of B(B+→K+μ+μ−) 
[JHEP06(2014)133] to determine B(B+→K+e+e−) 

• As previously, 
suggests electrons are 
more SM-like than 
muons – plays into 
hierarchical idea 
favoured by theory 
community
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⌘ Using RK and previous measurement of
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⌘ Suggests electrons are more SM-like than
muons.
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Global fits revisited
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Global fits revisited
• Using just the theoretically pristine observables, RK, RK*

and BF(B→µµ), that no one argues about predictions for, 
exclude SM at 4s level 

45

[arXiv:2103.12738]

Many, many 
alternative fits on 

market e.g. 
[arXiv:2104.0892, 
arXiv:2103.13370 

… ]



A glimpse of the future
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A glimpse of the future – P5’
• Can make ratio of P5’(e) and P5’(µ) → Q5

• Thus far, only done by Belle – full angular analysis of 
B0→K*0ee in progress at LHCb
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A glimpse of the future – B0→K*0µµ

• Measure the effect of cc loops

• At low q2, DC9(q
2) term arises 

mainly from interference rare 
decay and J/y

• Measure phase of interference 
by fitting differential rate (and 
angles)

• LHCb has performed such a fit 
for B+→K+μ+μ− [EJPC (2017) 
77:161], considerably more 
complex for B0→K*0µµ but 
principle the same
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A glimpse of the future – Belle2
• “So when can Belle II confirm RK?” 

50

“So when can Belle II confirm RK?”

You are making us spoil Sally’s talk. 

Belle has analysed the full dataset (RK and RK*). 

Safe answer: 20 ab–1 to get to the same size error bars. 

Unsafe answer: ~5 ish years.
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Model Building
• Anomalies can be explained by invoking Z’ or LQ –

majority of theorists seem to prefer LQ
– Natural suppression of large effects on DF=2 B-mixing

– 3rd gen. LQ are also in better shape wrt direct searches

• Which LQ?  

W', Z' (H)
LQ

LQ (both scalar and vectors) have two general strong advantages with respect to
the other mediators: 

b

s

b

s

Bs

_
Bs

Z'
b

Bs

_

s

s

b
Bs

LQ

LQ

II. Direct
searches: 

3rd gen. LQ are also in better shape as far as direct searches 
are concerned (contrary to Z'...).

I.  ΔF=2 & 
    τ → lνν 

Which mediators can generate the effective operators required for by the EFT fit? 
If we restrict the attention to tree-level mediators, not many possibilities...

From EFT to simplified models

G. Isidori –  B-physics anomalies: facts, hopes, dreams, & worries      Beyond the anomalies II – Durham, Apr. 2021 

“Renaissance” of LQ models  (to explain the anomalies, but not only...):

Scalar LQ as PNG 
Gripaios, '10
Gripaios, Nardecchia, Renner, '14
Marzocca '18

Megias, Quiros, Salas '17
Megias, Panico, Pujolas, Quiros '17
Blanke, Crivellin, '18

Barbieri et al. '15;  Buttazzo et al. '16, 
Barbieri, Murphy, Senia, '17

Vector LQ in 
GUT gauge 
models

Hiller & Schmaltz, '14; Becirevic et al. '16, 
Fajfer et al. '15-'17; Dorsner et al. '17;  
Crivellin et al. '17; Altmannshofer et al. '17
Trifinopoulos '18, Becirevic et al. '18  + ... Assad et al.  '17

Di Luzio et al.  '17
Bordone et al. '17
Heeck & Teresi '18 
  + ... 

Vector LQ as techni-fermion
resonances

LQ as Kaluza-Klein excit.

Scalar LQ from GUTs & R SUSY

Which LQ explains which anomaly?

b

s

μ

μ

U1

+2/3

b

c

τ

ν

U1

+2/3

From EFT to simplified models

LQ of the Pati-Salam gauge group:
SU(4)×SU(2)L×SU(2)R

G. Isidori –  B-physics anomalies: facts, hopes, dreams, & worries      Beyond the anomalies II – Durham, Apr. 2021 
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Implications for direct searches
• Invoking only the LQ, U, and fitting all low-energy data 

enables a description of present data which is fully 
consistent with high-pT searches   [arxiv:2101.11626]

• LQ would then be within the reach of HL-LHC  

52

Considering the U1 only

and fitting all low-energy data leads to an excellent description of present data
which is fully consistent with high-pT searches [within the reach of HL-LHC]:

From EFT to simplified models

Cornella, Fuentes-Martin, Faroughi, GI, Neubert, '21

w/o RH curr

with RH curr

G. Isidori –  B-physics anomalies: facts, hopes, dreams, & worries      Beyond the anomalies II – Durham, Apr. 2021 



A plug…
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LHCb Upgrade II: R&D Progress

• Future major upgrade of the experiment, mainly for LS4 (~2030) 
– with some preparatory work in LS3 (~2025)

• Innovative Technology: precision timing, novel sensors, 
heterogeneous computing 
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LHCb Upgrade II : Opportunities

• Strong Support
– LHCC - Expression of interest (2017), Physics Case (2018)
– Strong support in European Strategy (2020)
– Framework Technical Design Report in preparation

• Applications from new groups actively encouraged

– Major project after construction timescale of 
ATLAS/CMS/DUNE/Hyper-K

– Technical Associate membership: physics on other 
experiments while pursuing R&D on LHCb

– Synergy with future projects (EIC, FCC, CEPC…)  many “firsts”
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• Hadron PID with fast timing
• Cryogenic cooled SiPMs
• GPU based triggering
• …..

• Rad. hard CMOS detector
• Small pixel precision timing vertex 

detector
• ECAL with precision timing
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Conclusions



Conclusions
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• Interesting set of anomalies observed in B decays

• Near-term updates should clarify the situation and can 
help constrain some of the theoretical issues

• Wide range of new measurements will be added to 
broaden the constraints on the underlying physics 

• At LHCb, Run-3,4 dataset will give ~50fb-1 cf the 9fb-1

results have shown today; beyond that hope to collect 
300fb-1 at a further LHCb upgrade 


