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BASICS OF STATISTICS

• Linear model summary material is available on the course 
home page

• If you need some more material about the fundamental 
ideas of statistics and/or R language, you can read more 
material here
• https://www.mv.helsinki.fi/home/mjxpirin/medstat_course/

• What are parameter estimates, standard errors, confidence intervals, 
P-values, Normal distribution?

• How to do basic things with R language?

https://www.mv.helsinki.fi/home/mjxpirin/medstat_course/


REGRESSION

• What is the expected value of outcome Y for a sample whose predictor values are X = x? 
How does E( Y | X = x) depend on x?

• Linear regression example: Expected sales depends on the amount of advertisement

• Logistic regression example: Risk of default (p) depends on credit card balance

• log !
"#!

= 𝛽$ + 𝛽" × balance

• Regression function is a simple function of coefficients (𝛽!)

• We find estimates $𝛽! for coefficients

• Inference: What do we know about  the values of coefficients?

• Prediction: What is predicted outcome value for a new sample X = x’ ?

Fig. from ISL



FITTED MODEL

Each unit of total fertility rate associates with
a decrease of -0.25 in log10(GDP) or
a multiplication of GDP by 10^(-0.25)=0.56.

What is the uncertainty related to these estimates?

GDP = gross domestic product
tfr = total fertility rate, avg. no. of children per a woman



STANDARD ERRORS AND CONFIDENCE 
INTERVALS

95% confidence interval
from confint( ) function

95% confidence interval (95%CI):
If we were to repeat the model fitting to many data sets of this kind,
then, on average, in 95% of our data sets, the 95%CI would cover the true 
value of the parameter. This is a frequentist concept, i.e., defined
through what would happen on average across many repeated data sets.

In many cases, we can interpret the 95%CI in a Bayesian way as an 
approximation to a 95% credible interval: 
Interval that covers the true value with 95% probability. This is a 
subjective concept, i.e., combines analyst’s prior distribution with data.

(For this Bayesian interpretation of 95%CI, we need to assume a uniform 
prior distribution and an approximately Gaussian likelihood.)

Standard error = standard deviation of the 
sampling distribution of parameter estimates.
This is a frequentist concept that describes 
how much the estimates were expected to 
vary.

For example, if we were to estimate tfr’s 
coefficient from many similarly structure data 
sets, then the SD of the estimates would be
~ 0.023. 

One can approximate 95%CI by adding 
1.96 x SE on both sides of the estimate:
-0.253 ± 1.96*0.0234 = (-0.299, -0.207)

This is very close to the values given above by 
R’s confint( ) function.



PREDICTION

Prediction for a country with tfr = 4 is
4.15995 – 0.25333*4 = 3.14663.

Uncertainty of the prediction can be described by 
a 95% prediction interval. Frequentist interpretation is that in 95% of the 
data sets, the prediction interval covers the true value. Here 95% pred. 
int. is (2.03, 4.26).

lm.tfr model coefficients:



VARIANCE EXPLAINED

Linear model with only intercept (y = a) Linear model with also slope (y = a + b x)

Residual: deviation of outcome from predicted value.
Variance of outcome variable is the same as variance of residuals of the left-hand model, var(y - a) = 0.5145.
Variance of residuals on the right-hand model is var(y - a - b x) = 0.3189.
Variance explained by the model is 0.5145 – 0.3189 = 0.1956. 
R2 is the proportion of variance explained: 0.1956/0.5145 = 0.38.



ASSUMPTIONS OF LINEAR MODEL


