
CORRELATED PREDICTORS

• Y = 0.2 X2 + e, 
• cor(X1, X2) = r
• How do estimates of 

coeffs of X1 and X2 
behave as function of r?



Note how SEs of 
estimators increase
with |r|.

Intuitively this is 
because with highly
correlated variables
it is less clear how to
split the effects between
variables: There are 
many almost equally
likely ways.
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RIDGE REGRESSION (RR) VS 
ORDINARY LEAST SQUARES (OLS)

• Random predictors have Gaussian effects

• p = k*n, where k = 0.55,…,0.95, n = 20,…,200

• Ridge regression does better in the test data

• Particularly when n is small

• OLS has slightly smaller training error than RR

From:
https://drsimonj.svbtle.com/ridge-regression-with-glmnet



RIDGE REGRESSION VS 
ORDINARY LEAST SQUARES (OLS)

• Random predictors have Gaussian effects

• p is from 55% to 95% of the sample size n

• Ridge regression does better in the test data

• Particularly when p is large compared to n

• OLS has slightly smaller error in training data

From:
https://drsimonj.svbtle.com/ridge-regression-with-glmnet



RIDGE REGRESSION VS 
ORDINARY LEAST SQUARES (OLS)

• Ridge regression does better in test data

• Particularly when p is large and / or n is small

• OLS slightly better in training data

• Overfits particularly when p is large and / or n is small

From:
https://drsimonj.svbtle.com/ridge-regression-with-glmnet



6.2 SHRINKAGE METHODS

Section 6.2



PENALIZED LIKELIHOOD FORMULATION

Ridge regression

LASSO

How would you write AIC or BIC in this formulation?



CONSTRAINED MINIMIZATION 
FORMULATION

Ridge regression

LASSO

Best subset selection.
LASSO provides an
efficient approximation for this



Ridge regression:
Coefficients shrunk but never to 0
Robust estimates but not sparse models

LASSO:
Coefficient become exactly 0 
  at some point.
Sparse models that are 
good for interpretability.



Data where 45 predictors all have effects

Ridge has a lower MSE than LASSO because
model is not sparse and therefore LASSO
is not as good as ridge regression.



ADVANTAGE OF LASSO IN SPARSE MODEL



Why does LASSO do
variable selection
and ridge does not?



https://gerardnico.com/wiki/data_mining/lasso

LASSO produces sparsity
In high dimensions, with LASSO, 
we have straight edges and corners on
The coordinate axes that make a diamond.  
When the likelihood surface 
of a given value approaches the diamond,
it is likely to hit the diamond at an edge or 
a corner where some/many coordinates 
are 0. This leads to some/many coefficients 
= 0. 

RR does not produce sparsity
RR has a spherical budget 
region so there is no preference
for the points on the coordinate axes to 
be the ones that hit the likelihood 
function at the largest value among all
points in the region.



For orthogonal
variables methods
have simple
Actions.

LASSO:
Soft-thresholding,
i.e. constant additive
shrinkage towards 0.

Ridge:
Constant 
multiplicative 
shrinkage.



Penalized likelihood
is proportional to a 
posterior 
distribution in 
Bayesian statistics.

Estimates from the 
penalized 
regression are 
maximum a 
posterior values

Ridge regression 
uses Gaussian prior 
for coefficients.

LASSO uses double
exponential prior 
for coefficients.



Cross-validation is the key to choose lambda
for both methods.

Ridge regression and LASSO are flexible families
of regression models that adapt their 
bias-variance compromise to the data
through lambda value, aiming to the smallest 
test MSE.



OTHER PENALTIES (ESL P.72-73)

• Different exponents q outside q = 1 (LASSO) and q = 2 (ridge) give different 
penalties

• Elastic net penalty combines LASSO and ridge penalties by linear weighting by a 
given parameter value 𝛼 (𝛼 = 1 is LASSO, 𝛼 = 0 is ridge)

• Elastic net inherits variable selection property (making some coefficients zero) 
from LASSO while penalties with q > 1 would not have such a property

0.8





https://glmnet.stanford.edu/articles/glmnet.html

• GLMNET package

• Does elastic net penalized regression for most common 
generalized linear models (GLMs)

• Includes ridge regression (𝛼 = 0), LASSO (𝛼 =1) and 
linear model as special cases

• Very fast

• Read from the beginning of the Glmnet vignette to 
the end of the linear regression part before you do 
exercises 4



https://glmnet.stanford.edu/articles/Coxnet.html



CV FOR COX MODEL

Statistical Learning with Sparsity
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Höfling, Tibshirani: 
A STUDY OF PRE-VALIDATION



• Lymphoma data 

• n = 240, p = 7399

• Censored = 120

• Outcome: time to death

Statistical Learning with Sparsity



CV.GLMNET OUTPUT

What do these plots say? 



A RECENT EXAMPLE OF LASSO

• Start with 650,000 genetic variants and 420,000 
individuals with height measurements

• Use LASSO method for building the predictive model

bioRxiv, Sep 18 2017



PRE-PROCESSING

• 5 non-overlapping sets of 5k individuals each were held back from LASSO 
training (5 holdback sets were used for tuning lambda)

• A completely separate 5k validation set was also put aside 

• A first screening based on standard univariate regression on the training set to 
reduce the set of candidate predictors from 645,589  to the top p = 50k and 
100k by statistical significance

• Age and sex were regressed out from the outcome variable (=height) and 
predictors and outcome were standardized



TRAINING

• For each value of the L1 penalization λ the resulting predictor β∗ is applied to 
the genomes of the holdback sets and the correlation between predicted and 
actual height is computed. 

• It is the standard LASSO method:



CHOOSING LAMBDA

• A phase transition (region of rapid variation in results) occurs at roughly 
10 < − log(λ) < 12. The penalization is reduced until the correlation is 
maximized



CHOOSING LAMBDA

• The penalization is reduced until the correlation is maximized



IDENTIFYING RELEVANT 
PREDICTORS

• About 20,000 variants are identified by LASSO and each 
with its effect size will be used in predicting the height of 
a new test individual



RESULTS IN AN IN-SAMPLE VALIDATION SET 
(THAT WAS NOT USED IN TRAINING BUT 
COMES FROM THE SAME DATA SOURCE)



IN-SAMPLE VALIDATION

• In in-sample validation the correlation was 0.61



OUT-OF-SAMPLE VALIDATION

• In a completely separate sample the correlation dropped by ∼7 percentages to 
∼0.54. (It already dropped from 0.61 to 0.58 in the in-sample validation set 
when it was restricted to the same set of predictors that were available in the 
out-of-sample validation set).


