
2.2.1 MEASURING THE QUALITY OF FIT

Section 2.2.1
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• Mean Squared Error measures how well y is predicted by function that we 
have learned from data

• MSE is a criterion by which we fit regression models (e.g. least squares in linear 
regression)

• For purpose of comparing models, one can also use sum of squared errors (= 
n*MSE) or root-mean-square error (RMSE) = sqrt(MSE) which is measured in 
the original units of the outcome variable y

• Is the model with the smallest MSE the best?

• Not necessarily. The smallest MSE in training data does not automatically 
generalize to equally small MSE in new test data



• Does small MSE in training data automatically generalize to new 
test data ?

• Will MSE be equally small in test data that it is in training data?

• In the end, we want to predict something we don’t yet know

• If all we can predict well is training data, that is not useful 

• We want to predict well also in unseen test data

Figure from
www.nosimpler.me/



EXAMPLE

Observations come from blue curve with some
noise.

We take 70% of observations as training data (black)
and 30% as test data (red).

We will fit models in training data (by minimizing
training-MSE) and then see how well they do in test
data (by computing test-MSE).

https://towardsdatascience.com/overfitting-vs-underfitting-a-complete-example-d05dd7e19765Taken from: W. Koehrsen



FITTING TOO SIMPLE MODEL

Large training MSE, equally large test MSE. Model is not able to capture the pattern in training data. It underfits.



FITTING TOO FLEXIBLE MODEL

Small training-MSE, a bit larger test-MSE. Model overfits to patterns specific to training data that are not present in test data.



FITTING OPTIMAL MODEL

Training MSE is small and test-MSE is similarly small. The model captures patterns that generalize to test data.



How model flexibility affects training error and test error
Training error is
Monotonically decreasing

Test error has
U-Shape

Overfitting:
Model has adapted to
patterns in training data
that are specific to 
training data and not 
generalizable to test data

Overfitting leads to
small training error but
large test error

Overfitting has happened 
when a less flexible model
would have given a lower
test error than observed







2.2.2 BIAS-VARIANCE TRADE-OFF

Section 2.2.2
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• Test error at predictor values x0 is sum of 3 components:

• Variance of the regression function estimator

• Squared bias of the regression function estimator

• Irreducible error that the regression function cannot account for

• To make error small we want small variance AND small bias2

• We can’t do anything to the irreducible error (unless we got some new predictors that 
could explain it and it would be nomore “irreducible”)

“variance” “squared bias” “irreducible error”



• Bias of estimator of true regression function f, at value x0, 
tells how much, on average, the predicted value differs 
from the truth

• The expectation is taken when the model is fitted over 
many data sets and each provides a different estimate for 
the function

• Typically bias is high if the method used for estimating f is 
not flexible enough to fit true shape of f well

• E.g. fitting a linear model to 3 degree polynomial leads to 
high bias

Michael Halls-Moore, Quantstart.com

Linear model has
downward bias here & upward bias here



• Variance of estimator of true regression function f, at 
value x0, tells how much, on average, the predicted 
value varies across data sets

• The expectation is taken when the model is fitted 
over many data sets and each provides a different 
estimate for the function

• Typically, variance is high if the method used for 
estimating f is very flexible and adjusts to the specific 
properties of each observed data set that may 
change across data sets
• E.g. fitting a 20 degree polynomial to data that originates 

from a cubic polynomial leads to high variance whereas 
a linear model fit there would have low variance (but 
higher bias)

Red polynomial fit is having
high variance as it would
change considerably with a new
data set



Figs by Andres Sandberg, Wikipedia

Data (blue) and 
true function (red) on left

Which is the ranking of the 3
function estimators in terms
of bias and variance?

Each blue curve is one fitted
estimate of the red function



TRADE-OFF

• As we use more flexible methods, the variance will increase and the 
squared bias will decrease having opposite effects on test error

• As we increase the flexibility methods, the bias tends to initially 
decrease faster than the variance increases and MSE declines

• At some point increasing flexibility has little impact on the bias but 
starts to significantly increase the variance and MSE increases

• This is the reason for U-shaped test error curves as a function of 
model flexibility
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6.2.1 BEST SUBSET SELECTION & 
6.2.2 STEPWISE SELECTION

Section 6.2.1 – 6.2.2
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How to choose which predictors to include?

Here p<10, but how to extend the 
methods to cases with p in 100s?



(We will look cross-validation soon. Cp is our AIC.)

2p possible submodels grows too quickly for practical use when p is large 
p=10: ~103 models, p=20: ~106, p=30: ~109 … 



Now we have at most (p2+p)/2 models to fit. Much better than 2p.



Forward selection does not always pick the “best” model because 
the best model with k+1variables is not necessarily 
a superset of best model with k variables.



Backward selection only possible when n>p, otherwise we cannot fit the
full model with p variables.



CROSS-VALIDATION

Sections 5.1.1-5.1.4
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VALIDATION SET

• Goal is to estimate test error (i.e. the error that would be expected 
in a new unseen data) using existing data

• We can split the existing data into two parts: training and validation
sets

• Fit the model in training data

• Estimate the error in validation set, that mimics an unseen test data set



Fit polynomials of 
horsepower to explain
mpg using linear 
model 

Want to see which 
fits best.

We could look 
1. P-values
2. AIC and BIC

But here we do
3.   Validation set approach



1. When the split between
training and validation
sets is changed, 
MSE estimate also varies

2. For any one validation set,
only a subset of data points
are used in training, leading
to inefficient use of data



Leave one out cross validation (LOOCV)

Because training data is large
in each of n steps of 
LOOCV, it tends to give
more accurate estimate for
test MSE than a single
split to training and validation
(i.e. LOOCV has less bias)

LOOCV may be costly
to do since it requires
fitting model n times



K-fold cross-validation

Less computational costly 
than LOOCV

Often K=5 or K=10 is used.



Some variability remains
across sets of 10-fold CV,
but much less than across 
a set of single validation set 
approaches


