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Abstract: Variety sampling aims at capturing as much of the world’s linguistic
variety as possible. The article discusses and compares two sampling methods
designed for variety sampling: the Diversity Value method, in which sample
languages are picked according to the diversity found in family trees, and the
Genus-Macroarea method, in which genealogical stratification is primarily based
on genera and areal stratification pays attention to the proportional representa-
tion of the genealogical diversity of macroareas. The pros and cons of the
methods are discussed, some additional features are introduced to the Genus-
Macroarea method, and the ability of both methods to capture crosslinguistic
variety is tested with computerized simulations drawing on data in The world
atlas of language structures database.

Keywords: genealogical classification, genus, macroarea, methodology, sam-
pling, variety sampling

1 Introduction

Linguistic typology is a branch of theoretical linguistics that bases its under-
standing of the nature of human language on empirical research of crosslinguis-
tic variation. Language sampling is an integral part of the methodology of
crosslinguistic investigations, and the design of samples is one of the central
methodological questions in language typology. Different research questions
require different types of samples. Rijkhoff et al. (1993: 171) make a distinction
between two basic types of typological sampling: probability and variety sam-
pling. PROBABILITY saMPLES, on the one hand, are meant to be used for the statistical
testing of tendencies and correlations, which makes the requirement of the
independence of the sampled units important: only on the basis of samples
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consisting of independent units can one draw valid statistical generalizations.
The goal of variery sampLEs, on the other hand, is to display as much variety as
possible in the linguistic realizations of the phenomena under investigation and
to reveal even the rarest strategies or types of expression in the domain
explored. This is especially important for the universal validity of grammatical
theory: a general theory of grammar should be able to account for all attested
types of linguistic structures and phenomena.

Several methods whose goals conform to those of probability sampling have
been proposed in the literature (e.g., Dryer 1989, see Section 2.2 for more). As for
variety sampling, although sampling methodology has been discussed rather
extensively in the literature, only two of the systematically codified methods are
designed specifically for variety sampling: the Diversity Value (DV) method by
Rijkhoff et al. (1993) and Rijkhoff & Bakker (1998), and the Genus-Macroarea
(GM) method introduced by Miestamo (2003) and elaborated in Miestamo (2005).
This article focuses on variety sampling: it discusses the two methods and then
tests how they fare in achieving the goals of variety sampling.

The article is organized as follows. Section 2.1 addresses central issues in
typological sampling, especially from the point of view of variety sampling. An
overview of sampling methods proposed in earlier literature is given in Section
2.2. Section 3 gives a short introduction to the DV method. The treatment of the
GM method in Section 4 is more extensive, since this method has not been very
prominently discussed in the literature and some new features also need to be
introduced to the method. Section 5 compares the two methods using a compu-
terized test on data in The world atlas of language structures (WALS) database
(Haspelmath et al. (eds.) 2005; Dryer & Haspelmath (eds.) 2013) Section 6
discusses some further issues and future prospects, and concludes the article.

2 Background

2.1 Variety sampling

The goal of variety sampling is to maximize the amount of variation in the
language data. Obviously, all the variety that existing languages exhibit can be
covered by including every one of the world’s approximately 7,000 languages in
the study. However, this is not possible for a number of reasons: not nearly all
languages have been sufficiently described to allow for a proper analysis of the
phenomenon under investigation; even if sources exist, they might not be
accessible to the researcher; and even if one had access to adequate sources
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for all 7,000 languages, it would (in the case of most research questions) be too
time-consuming to include them all. Variety sampling is therefore needed. In
very general terms, we can well presume that genealogical, areal, cultural,
typological, etc. connections between languages increase the possibility that
they are similar to each other. The more diverse a sample is in these respects,
the more linguistic variety it may be expected to show in the domain under
study. To achieve its goal of reaching maximal variety, a variety sample should
therefore represent all the world’s linguistic groupings — areal, genealogical,
and other — as well as possible. The better all groupings are represented, the
bigger the chances that all the relevant variety is found in the sample.

Probability samples have different goals: when one is interested in cross-
linguistic frequencies of features, correlations between them, or other statistical
measures, it becomes crucial that the sample has as few biases as possible that
could distort the numbers. Crosslinguistic tendencies can be due to historical or
areal connections, and these should be controlled for if one wants to capture
universals and/or factors (functional/cognitive/social) that shape linguistic
structure. It is therefore important that the sampled languages are as indepen-
dent of each other as possible in terms of genealogy and areal contacts. When
sampling languages, full independence is very difficult to achieve. Probability
samples have to find a balance between representativeness and independence.
Note, however, that some recent developments in testing universals, e.g., the
method for genealogical control by Bickel (2008), actually presuppose that
samples include related languages from all relevant genealogical groupings,
and the focus in testing universals is being shifted towards observing diachronic
processes rather than synchronic distributions (see Maslova 2000; Levinson
et al. 2011; Cysouw 2011).

In his discussion of language sampling, Bell (1978: 126) introduces the terms
“universe”, “frame”, and “sample”, and he defines them as follows: (i) the
UNIVERSE is the class of objects which is the object of investigation; (ii) the Frame
is the means of access to the universe; (iii) the sampLE is the collection of objects
that are observed. In a typological study that aims at making generalizations
about natural languages, defined as languages that are or have been used as the
native language of a group of language users, the universe is the set of all
natural languages, whereas the frame consists of the languages for which one
can find data (either from published or unpublished written sources or by asking
experts or native-speaker informants). In such a study, the sample should be
representative of all natural languages.

Although areal questions are becoming more and more central in the field of
typology (see Bickel 2007), it remains the case that a lot of typological work is
equally interested in the theoretical limits of crosslinguistic variation, i.e., in the
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question of what is a possible natural language, and in crosslinguistic frequen-
cies and correlations motivated by linguistic principles (rather than by extra-
linguistic historical factors). In this type of work, the universe consists not only
of all existing or historically attested natural languages, but also includes all
languages that have existed but have changed and become new languages or
disappeared without leaving a trace.! Furthermore, it is plausible to assume that
even all the languages that have existed throughout human history have not
exhibited every linguistically possible feature. Therefore, in principle, the uni-
verse in variety sampling is the set of all possible languages — past, present, or
future. In practice, inferences have to be based on attested languages, which are
only partially representative of the possibilities and tendencies of human lan-
guage. Given that the size and distribution of different linguistic groupings in
the world is determined by non-linguistic factors, it is unlikely that the frame is
representative of the universe of all possible languages. This may be less of a
problem when dealing with features that tend to change fast than with more
stable features.” In any case, adequate sampling techniques help to bridge the
gap between the frame and the universe by reducing the effect that extralinguis-
tic historical factors might have on the selection of sample languages. This
means, for example, that the chances of a genealogical grouping being repre-
sented in the sample should not be dictated merely by the size of the grouping —
a factor that is clearly due to extralinguistic historical causes.

The number of languages to be included in the sample depends on several
issues. For probability samples, sample size is closely linked to the question of
the balance between representativeness and independence. The larger the sam-
ple, the more genealogical or areal connections there tend to be between the
sample languages. Even with relatively small sample sizes, it is impossible to
include only languages that are completely independent of each other in these

1 Bakker (2011: 101) reasons that if it is assumed that human language has existed in its present
form for 40,000 years (which is a rather cautious assumption), that the number of languages
spoken in the world has been around 6,000 throughout that time, and that a language changes
at such a rate that it becomes a new language every 1,000 years, the number of languages that
have ceased to be spoken is around 233,000. This is naturally a very rough estimation, but it
nicely illustrates the point that the number of languages that have been spoken during human
history must be much higher than the number of attested languages.

2 Maslova (2000: 324-325) proposes that distributions of linguistic features were affected by
extralinguistic factors (birth/death processes) only at a very distant stage when the language
population was small, but that at more recent stages, at least for the whole period within the
reach of the comparative method, distributions have been, to any significant degree, affected by
type shift processes only. Be this as it may, it should be noted that type shift processes can also
be affected by extralinguistic factors such as language contact, spreading phenomena present
in languages of powerful communities.

Brought to you by | Helsinki University Main Library
Authenticated | matti. miestamo@helsinki.fi author's copy
Download Date | 10/13/16 9:45 AM



DE GRUYTER MOUTON Sampling for variety =—— 237

respects (see Dryer 1989). Any sample has to compromise independence to some
extent.’ Perkins (1989: 312) recommends “using around a hundred languages for
most linguistic samples to balance the requirements for representativeness and
independence in samples”.

For variety samples, the problem is not equally important, however. For
these, the mutual dependence between the sample languages is not a problem
in any direct sense, and the more languages a variety sample contains, the better
it may capture the crosslinguistic variety of the phenomenon under study.
Himmelmann (2000: 9-10) even argues that paying attention to sampling is
not important when one’s primary interests are not in crosslinguistic frequen-
cies. However, if two samples of the same size are compared, the one with more
genealogical and areal diversity, i.e., less mutual dependencies among the
languages, will likely show more linguistic variety — maximizing the genealogi-
cal and areal distance between individual sample languages increases the
variety covered by the sample. Independence is therefore an important goal in
variety sampling as well.

Himmelmann (2000: 9-10) further claims that at the stage of building
hypotheses it is counterproductive to use extensive samples. It is true that
hypotheses are often built on the basis of a smaller number of languages, but
it should be stressed that even such small pilot samples should be areally and
genealogically balanced. This will reduce the danger of untested, false hypoth-
eses starting a life of their own as “scientific results”.* Sampling methods in
which languages are selected from all of the more or less independent genealo-
gical and/or areal groupings are often thought to be able to produce samples
that can be representative even with rather small sample sizes (Bybee et al. 1994;
Rijkhoff & Bakker 1998). However, as Bell (1978: 142-144), Stassen (1997: 8), and
Stolz & Gugeler (2000: 54-55), among others, have pointed out, to give a better
picture of the entire range of crosslinguistic variation, variety samples should be
more extensive. An extensive sample makes it more probable that no linguistic
features, not even the rarest ones, go unnoticed. Smaller samples can reveal
what is common and give an idea about how common it is, but the coverage of
rarer features is quite random in small samples.

3 As Perkins (2000: 351) notes, independence is never absolute and always a matter of degree.
There are statistical techniques to deal with hypothesized biases.

4 Note also that since crosslinguistic frequencies are easily available in the WALS database, but
many of the underlying studies are not based on adequate samples (cf. also Hammarstrom
2009), there is a potential risk of these frequencies triggering wrong conclusions. This could
have been avoided if the studies had followed adequate sampling methods from the beginning.
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The size of a sample is naturally also dependent on the nature of the
research question. Note that both Perkins (1989) and Rijkhoff & Bakker (1998)
introduce methods of calculating the ideal sample size for a given object of
study according to how many possible or expected variables there are, or how
these variables are estimated to be distributed; such a measure is naturally only
usable in cases where the possible variables are known beforehand.

Although representativeness and independence are required to different
degrees depending on whether one is dealing with probability or variety sam-
ples, they remain important goals for both types of sampling. Whereas sample
size is important for representativeness but potentially harmful for indepen-
dence, stratification is needed to achieve both of these goals. Stratification
means that the sampling universe is divided into relevant subgroups, e.g.,
genealogical or areal, and instead of picking languages randomly from an
unstructured list of the world’s languages, random selection is made inside
each subgroup so that the representation of the subgroups is not biased in the
sample. Different sorts of bias may be harmful, depending on the research
questions one has posed. The most general and obvious sources of bias are
genealogical and areal connections between the sample languages. Genealogy
and geography are thus the most important and the most common bases of
stratification. Most samples try to make sure that genealogical and areal group-
ings of languages are represented in a balanced way. Which genealogical and
areal groupings are chosen as the sampling groups in the stratification naturally
varies from one study to another. Different genealogical classifications and areal
divisions can be chosen as the basis, and they can be used at different levels of
classification — large families vs. branches lower in the trees, or large continent-
size areas vs. smaller linguistic areas. In the DV method stratification can be
done on the basis of any classification that is representable in tree format
(dendrogram); most often, genealogical trees are used. In the GM method,
stratification follows primarily the groupings known as genera and macroareas
initially proposed by Dryer (1989); these will now be briefly discussed.

The cenus, as defined by Dryer (1989, 1992, 2005a, 2013), is a level of
genealogical classification intended to be comparable across the world in
terms of time depth. The time depth of genera is not more than 3,500 to 4,000
years (Dryer 2005a: 584). Earlier, Bell (1978: 146—149) had introduced language
groups with a time depth of not more than 3,500 years as a basis of stratifica-
tion. Familiar examples of genera are the branches of Indo-European: Germanic,
Romance, Slavic, etc. The time depth of, e.g., Germanic is much less than 3,500
to 4,000 years since Germanic languages split from proto-Germanic much more
recently (see, e.g., Henriksen & van der Auwera 1994: 1). But there are no other
languages with which the Germanic languages have a common ancestor dating
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back to less than 3,500 to 4,000 years. The split from the other Indo-European
branches is older than that and therefore these belong to genera different from
Germanic. In many areas of the world, genera are the maximal level of grouping
whose genealogical relationship is uncontroversial. Genealogical classifications
are far from being agreed on in many parts of the world, and many higher level
classifications are rather uncertain, sometimes based on geography more than
genealogy. This is often due to insufficient research on languages in areas such
as Australia, New Guinea, and South America (even though a lot of progress in
genealogical classification has recently been made in these areas). Therefore,
the family trees proposed for languages in different geographical areas are not
directly comparable and remain somewhat incommensurable for the purposes of
typological sampling. According to Dryer’s (1989) proposal, as these problems
mostly involve levels higher than the genus, the choice of the genus level as a
basis for stratification should reduce the effects of the problems of classification
(the choice of the genus level as the basis of stratification is addressed in more
detail in Section 4, in which the GM method is described). On the negative side,
as also admitted by Dryer (2000: 348-349), the criteria of what counts as a genus
cannot be applied mechanically to produce an objective list of genera. Dryer’s
classification is based on existing literature and on views of experts in different
families and geographical areas. These are, however, the sources that any
worldwide classification such as the one found in Glottolog (Hammarstrom
et al. 2015, henceforth GLOT) has to rely on, and in this sense Dryer’s list of
genera is methodologically comparable with other worldwide classifications.
Dryer’s (2013)° classification in WALS contains 521 genera in total (in addition
to these, the classification contains two groups of languages that are not con-
sidered genera in the genealogical sense: creoles and pidgins, and sign lan-
guages). More generally, the structure of Dryer’s genealogical classification is as
follows. Each language belongs to a genus and each genus belongs to a family
(a language can be the only member of its genus, and a genus may form a family
on its own). A family is defined as “the highest level of classification widely
accepted by specialists” (Dryer 2005a: 584). The number of families in the
classification is 215. In some cases, there is an intermediate level of classification
— subfamily — between the family and genus levels; however, these are not taken
into account systematically, but provided only in cases the subfamily is well
known. The classification thus has three to four levels: family — (subfamily) —
genus — language. As a result, the tree of every family has the same rather flat

5 The current version of the classification available at http://wals.info/ contains some minor
corrections with respect to the 2013 version thta we have used as basis for our simulations in
Section 5 and that we refer to here.
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structure, and the classification is not meant to represent everything that is
known about the genealogical relationships between languages within families.
MACROAREAS, according to Dryer (1989), are continent-size linguistic areas
which are independent of each other, but within which languages are to some
extent typologically similar due to either (ancient) contact or (very deep) genea-
logical affinity, beyond the reach of the methods of historical linguistics. The
following six macroareas are distinguished by Dryer (1992): Africa, Eurasia,
Southeast Asia & Oceania, Australia & New Guinea, North America, and South
America. The boundaries of macroareas mostly follow geographical divisions,
but sometimes deviate from these. Families are not usually split between two
macroareas, even where they contain languages belonging to two different
geographically defined continents. Thus, all Semitic languages, even the ones
spoken in Asia, belong to the African macroarea with the rest of Afro-Asiatic,
and the Chibchan languages of Central America belong to South America where
most of the Chibchan languages are situated (cf. Dryer 1989: 268). In these cases,
the relevant part of the continent is occupied exclusively by languages belong-
ing to the genus/family in question. The Austro-Asiatic family, on the contrary,
is split between two macroareas: the Munda genus is geographically part of
Eurasia surrounded by other Eurasian genera and typologically similar to these,
whereas the rest of the family is geographically part of Southeast Asia &
Oceania, and typologically similar to the languages of this macroarea.
Obviously, the mutual independence of the macroareas is not an unproble-
matic issue, and some genealogical relationships and contact influences may
surely be found across the boundaries of macroareas. Dryer (1989: 268) takes
their effect to be sufficiently small that it can be ignored in the method of testing
universals he proposes. For the present purposes, as the requirement of the
independence of sampling units is not as crucial for variety sampling as it is for
probability sampling, the possible dependencies across the borders of macro-
areas would be less significant. It may also be noted that macroareas are
traditional linguistic areas, albeit very large, in the sense that they are (partly)
defined by shared linguistic features. There is thus a potential danger of circu-
larity if one first defines an area on the basis of typological similarity and then
uses it as a basis of stratification in typological sampling. Hammarstrom &
Donohue (2014) review Dryer’s six macroareas and propose a somewhat different
division based entirely on geographical independence without reference to
linguistic data: Africa, Eurasia, Multinesia, Australia, North America, and
South America. These areas (renaming Multinesia as Papunesia following the
Glottolog) have been adopted in the latest editions of WALS instead of Dryer’s
original six areas. Bickel & Nichols (2013) provide a worldwide areal classifica-
tion with two levels: 10 continent-size areas and 24 smaller-scale ones. Their
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classification is based on assumptions about contacts in history, informed by
historical, genetic, anthropological, and archaeological knowledge, but to avoid
circularity in areal linguistic research, linguistic information is not used in
defining the areas. The continent-size areas could be used as an alternative to
Dryer’s macroareas in areal statification. They are: Africa, West and Southwest
Eurasia, North-Central Asia, South and Southeast Asia, New Guinea and
Oceania, Australia, Western North America, Eastern North America, Central
America, and South America. Since these areas are defined without using
linguistic information, it is an empirical matter to prove or disprove their validity
as linguistic areas. So far, no information is available as to how well these
proposed areas actually capture areal-typological patterns, but at least the
following problem may be pointed out: the classification divides the Circum-
Baltic linguistic area (see Koptjevskaja-Tamm & Wilchli 2001) between two
separate continent-size areas: West and Southwest Eurasia vs. North-Central
Asia. In this article, we have used Dryer’s original macroareas in discussing
the GM method in Section 4 and in simulating it in Section 5, following the
original idea of macroareas as continent-size linguistic areas.

2.2 Sampling methods in the literature

This section provides an overview of sampling methods proposed in prior
literature. The focus will be on methods that are presented as explicit, systema-
tic, and clearly delimited procedures applicable as such and whose application
results in a language sample. None of them is explicitly designed as a method of
variety sampling, but their potential usability in variety sampling will be
addressed in the discussion.

Some authors, e.g, Bell (1978) and Maslova (2000), have discussed sampling
issues at length, but have not proposed a method in the above sense, and
although their work comes up at various points in this article, they will not be
discussed as actual sampling methods here. Perkins (1989) proposes a method of
calculating ideal sample size and representation of each genealogical grouping.
However, as pointed out above, this method is dependent on the crosslinguistic
variables investigated and can be applied only when the variables are known
beforehand. It is therefore not optimal for the present purposes. Perkins (1992),
paying attention to the relationship between language and culture, stratifies his
sample primarily on the basis of cultural groupings, but less important roles are
played by genealogical and especially areal groupings — the most important
grounds for stratification in the present context. Dahl (2008) measures typolo-
gical distances between languages on the basis of the WALS database, and uses
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these measures to build a sample in which only languages that are sufficiently
divergent typologically are included. The areal breakdown of the languages in
the resulting 101-language sample is as follows: Africa 16, Europe 8, Asia 17,
Oceania 3, New Guinea 9, Australia 9, North America 19, and South America 20.
The number of languages sampled from each area is then taken as a measure of
the internal diversity of the area. Dahl offers the general advice that in typolo-
gical samples continents should be represented in approximately the propor-
tions suggested by his diversity measures. He does not, however, offer a codified
method of constructing a variety sample that could be tested here.

Tomlin (1986) collected data on word order in 1,063 languages without a
systematic method for selecting the languages. From these languages he then
took a subsample of 402 languages, seeking to represent each genealogical and
areal grouping recognized in his frame in proportion to the number of languages
the grouping contains. The principles of post-hoc sampling used by Tomlin
could also be used for a priori sampling and it is therefore relevant to discuss
them here. In Tomlin’s sample, small genealogical groupings, on the one hand,
are grossly underrepresented, being lumped together to create larger groupings
for the purpose of sampling, which results in leaving out a large number of
small groupings altogether. Large groupings, on the other hand, are clearly
overrepresented with respect to what would be optimal in a sample seeking to
maximize diversity. The sampling method may capture the distribution of
attested languages quite well, but it is not well-suited for variety sampling.

Dryer’s (1989, 1992) method of sampling is similar to Tomlin’s in the sense
that languages are first included in the sample without a systematic method of
selection, and this bottom-up approach is then complemented by a more sys-
tematic stratification at the stage of testing generalizations. The number of
languages in the database is well over a thousand (cf. the number of languages
in Dryer 2005b), but not all languages are coded for all features. The size of the
total sample thus differs from feature to feature. When testing generalizations,
Dryer lumps together the languages of each genus and counts genera instead of
languages. A pattern is taken to be universally valid if it is preferred in the
majority of genera in all macroareas. This may be a useful method of testing
crosslinguistic generalizations, but it does not offer a sampling procedure of the
type aimed at here. The same is to a large extent true of the post-hoc sampling
method for genealogical control proposed by Bickel (2008).

The sampling method used by Nichols (1992) can also be characterized as a
bottom-up approach, where sample size and the number of languages coming
from different groupings are not determined beforehand. The world is divided
into ten sample areas whose boundaries do not touch each other. The repre-
sentation of the genealogical diversity of each sample area is to be guaranteed
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by including a language from each independent family and from each sub-
family of large families with significant time depth (the number of subfamilies
is limited to six for each family, thus only six subfamilies of Indo-European, for
example, are present in the sample). The sample includes 174 languages.
Nichols’s sampling method is designed for the purpose of revealing worldwide
areal distributions of linguistic features and is clearly not a general method of
variety sampling, one specific problem being that the geographic areas falling
outside the boundaries of the sample areas are not represented in the sample
at all.

Bybee et al. (1994) adopt a top-down sampling procedure where the repre-
sentation of each genealogical grouping of the world’s languages is determined
by its size and internal structure. No areal stratification is used. In Voegelin &
Voegelin’s (1977) classification, which they use, there are 55 minimal groups,
i.e., isolates or families with fewer than 21 languages, and 24 other families (with
more than 20 languages each). Aiming at a sample of 75 to 100 languages
(cf. Perkins’s recommendation above), they choose the following principles to
calculate the number of languages to be taken from each grouping. Only two
languages are selected from the entire set of minimal groups. The larger families
are all represented by at least one language: one language is selected from each
family with up to 40 members, and the representation of each family with more
than 40 languages is determined by the structure of the family tree (see Bybee
et al. 1994: 303-310 for the technical details). The theoretical sample size is 94
languages, but in cases adequate sources are unavailable, languages are left
out, and the actual sample size is reduced to 76. Our main objections to the use
of this sampling method as a general method for constructing variety samples
are the following. Firstly, just like in Tomlin’s sample, isolates and small
families are underrepresented with respect to the potential variety they bring
into the sample — from the point of view of variety sampling, the size of a
grouping does not constitute grounds for regarding it as less important in the
overall picture of the world’s linguistic diversity (cf. the discussion on the effect
of extralinguistic historical accidents on the actual language population).
Secondly, the numbers of languages to be taken from each grouping are chosen
in view of a sample size of 75 to 100 languages, and it remains unclear how the
method should be adjusted for other sample sizes. Thirdly, there is no areal
stratification.

Although the sampling methods taken up in this section have not been
designed explicitly for variety sampling, we addressed their potential strengths
and weaknesses in this function. Our conclusion will be that none of the
methods show enough potential as generally applicable methods of variety
sampling, and they will therefore not receive further attention in this article.
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We will now move on to discussing two methods that have been especially
designed for variety sampling: the DV method and the GM method.

3 The Diversity Value sampling method

The Diversity Value (DV) method proposed by Rijkhoff et al. (1993) and Rijkhoff
& Bakker (1998) is explicitly designed as a method of constructing variety
samples, and it is therefore chosen as one of the methods to be tested in
Section 5. This section will provide a short introduction to the method; the
introduction is kept short because the method has been extensively discussed
elsewhere (cf. Bakker 2011).

The DV method takes genealogy as its basis of stratification. Any classifica-
tion of the world’s languages that can be represented in the form of a family tree
can be used. The diversity value (DV) of a genealogical grouping (independent
family or lower-level grouping) is a measure of its internal diversity. To put it
simply, the DV of each genealogical grouping is computed on the basis of the
structure of the family tree (number of non-terminal nodes in the tree). More
specifically, for each node in a tree, and starting with the top node, its DV is
determined on the basis of the complexity of the tree under it, recursively
calculated in terms of the number of levels under it and the number of sister
nodes on each lower level. To higher levels in the tree greater weights are
assigned than to lower levels. The number of terminal nodes, i.e., languages,
is disregarded. If the desired sample size is equal to the number of independent
families in the classification, one language is taken from each family. If the
sample size is smaller than the number of families, the DVs of the families
determine the probability each family has for being represented in the sample. If
the sample size exceeds the number of families, then the number of languages
selected from each family is determined on the basis of the DVs of the respective
families. Per family, these languages are then recursively assigned top-down to
the lower levels of the family tree, proportionally to their DVs. This process stops
when a number of sister nodes has been reached that is smaller than or equal to
the number of languages assigned to their mother node. Determining the num-
ber of languages for each genealogical grouping on the basis of its DV aims to
guarantee that the internal variety of each grouping is represented in the sample
as well as possible. It is assumed that the complexity of the tree rather than the
number of languages, is a good indicator for potential variety. It is further
assumed that higher (“older”) splits in a tree contribute more to the variety
among the languages under them than lower (“younger”) splits.
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In the remainder of this section, we will take up some potential problems of
the DV method, precisely since it has been used quite frequently so far, and the
GM method discussed further on has been developed partially to try and counter
some of these potential problems. Firstly, it may be noted that the method itself
involves no areal stratification. It is true that since the method can be applied to
any classification that can be represented in the form of a tree, it could be
applied to an areal tree as well. This would, however, mean replacing genealo-
gical stratification by areal stratification rather than combining them, and in any
case no worldwide areal classification in the form of a tree is available.® Bakker
(2011: 118) mentions that with the computer programme generating DV samples,
a genealogically based sample may be areally stratified to the extent that areal
information is available for the languages in the classification. This would be a
more feasible approach to taking areality into account in DV sampling.

Problems may also be caused by the fact that counting DVs relies on the
details of the genealogical classification chosen, and the whole method is thus
affected by the uncertainties and inconsistencies in genealogical classifications
(cf. the discussion above). A concrete example of these problems can be seen in
Rijkhoff & Bakker (1998: 289-291), where they compare the samples created by
their method on the basis of two different classifications — Ruhlen (1991) and
the 13th edition of the Ethnologue (Grimes (ed.) (1996), Grimes & Grimes (1996);
henceforth E13). Although the samples based on the different classifications
have more or less equal numbers of representatives for many families, certain
families (or proposed super-families) are represented by very different numbers
of languages in the samples based on the different classifications. To take the
difference between their alternative 200-language samples as an example, the
numbers are as follows: Afro-Asiatic: 13 languages in the sample based on
Ruhlen and 8 languages in the sample based on E13, “Amerind”: 42 (Ruhlen)
vs. 67 (E13), Australian: 16 (Ruhlen) vs. 9 (E13), Sino-Tibetan: 9 (Ruhlen) vs. 6
(E13). Contrary to what Croft (2003: 21) thinks, these differences are not
insignificant.”

6 Bickel & Nichols’s (2013) classification into 10 continent-size and 24 smaller-scale areas can
of course be represented as a tree, but the tree will be very flat with only three levels (larger
area, smaller area, language) and applying the DV algorithm to such a flat classification would
not bring much added value.

7 It should also be noted that the criticism of under- and overrepresentation that Rijkhoff &
Bakker (1998: 299-303) express against Dryer’s (1992) and Stassen’s (1997) samples is somewhat
unfounded. The latter two are examples of samples that have actually been used in typological
studies, and they are thus affected by the poorer availability of sources in some areas.
Therefore, the ideal sample computed by Rijkhoff & Bakker is not directly comparable to theirs.
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The problems of classification can also be seen within a given worldwide
classification. It is easy to observe incommensurabilities between trees of differ-
ent genealogical groupings in one and the same classification. These may be
due, e.g., to insufficient research on genealogical relationships in many parts of
the world. But even in cases of relatively well-studied families, the trees of two
genealogical groupings may turn out to be incommensurable: two groupings
may have fairly equal numbers of nodes but these nodes represent a much
greater time depth (and thus potentially greater linguistic diversity) in the case
of one of the two groupings. To take an example from the classification of the
Ethnologue (18th edition, Lewis et al. (eds.) 2015 henceforth E18), the genealogi-
cal grouping “German” (a branch of High German [< West Germanic < Germanic
< Indo-European]) has four levels of classification below it and is (in this vertical
sense) equivalent to the entire Uralic family which also has four levels of
classification below the top node, both thus having three levels if the terminal
nodes are disregarded. The difference in time-depth between German and Uralic
is several thousand years. It is true that the widths of the two groupings are
different, and a low-level subgroup would not be directly compared to an
independent family in the DV method (lower nodes contribute less to the overall
DV than higher ones), so the DVs of German and Uralic would not be exactly
equal. However, note also that the German node still has four nodes above it,
and the whole Indo-European tree is thus much more diverse than its Uralic
counterpart even though Uralic is generally thought to be at least as old as Indo-
European — the most common estimates of the age of Proto-Uralic range
between 5,000 and 7,000 years before present (see Janhunen 2009: 65-68).
Another example can be taken from Siouan-Catawban, which is an independent
family in the Ethnologue classification: it has six levels of classification below
the top node and is thus two levels deeper than Uralic which has only four. The
age of Proto-Siouan-Catawban has been estimated at 4,000 years (Rankin 1993,
cited in Campbell 1997: 142). These examples show how DVs counted on the
basis of nodes in family trees can lead to wrong interpretations of the diversity
of families (see also Croft 2003: 21-22). To deal with these kinds of problems, the
DV method can in principle weigh the nodes according to their time depth (see
Bakker 2011: 118). However, information on time depths cannot be systematically
added to all nodes in all families, since it is not available in the classifications
on the basis of which the samples can be generated — to use cladistic terms, the
trees are simple cladograms, not chronograms in which the branch spans would
indicate time depths.

Despite these potential problems — the lack of areal stratification and the
assumed unreliability of genealogical trees, especially when used as a stand-
alone basis for sampling — the DV method has a number of obvious advantages.
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It takes full advantage of the diversity expressed in genealogical and other types
of trees, it is fully explicit and formalized, and has been implemented in the
form of a computer programme. As a result, it provides reproducible samples
comparable across different studies. Indeed, over the past two decades, many
typological studies have relied on this method for establishing their samples.

4 The Genus-Macroarea sampling method

This section discusses the Genus-Macroarea (GM) method proposed by Miestamo
(2003, 2005). The treatment will be more extensive than that of the DV method
in Section 3, since the GM method has not been as prominently present in the
literature on sampling, and we will also introduce some new features to the
method. In the GM method, the primary genealogical stratification is made at the
genus level, and the primary areal stratification at the level of macroareas. The
following subsections will show in more detail how this is done. Section 4.1
deals with a bottom-up variant of the method in which sample size is not
predetermined. In Section 4.2, a top-down variant in which sample size is
determined in advance will be discussed.

4.1 GM sampling without predetermined sample size

In the GM method, constructing a variety sample without predetermined sample
size will, at its simplest, mean picking one language from every genus. In
principle then, every genus is represented in the sample. As different geogra-
phical areas will be unevenly represented due to the poorer availability of data
in some areas, an additional component to the method, to be introduced further
below, will make it possible to achieve a better balance between macroareas.
The method thus involves different samples or levels of sampling: the Genus
Sample, the Core Sample, the Restricted Sample, and the Extended Sample.
These will be introduced in turn below.

To achieve maximal representation of the world’s linguistic diversity, the
method tries to include languages from as many genera as possible. The aim is
thus to sample one language from every genus. The choice of a language from
the list of languages in each genus should preferably be made randomly. Since
random selection is not crucial for the goals of variety sampling, one may
alternatively choose the languages on the basis of the availability of the sources.
The sample containing one language from every genus will be called the Genus
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sampLE (GS). Using the WALS list of genera (Dryer 2013), this will result in a GS of
521 languages.®

The use of the genus level has certain advantages. The very idea behind the
notion of genus is that these genealogical groupings should be crosslinguisti-
cally comparable in terms of time depth, which makes them very useful in
typological sampling. The time depth of genera is such that languages belonging
to different genera should be sufficiently far removed from each other to max-
imize the potential variety in the sample while still enabling the rather large
sample size required in variety sampling. It is true that closely related languages
or even dialects of one language can show typological differences with respect
to a given linguistic feature, but it remains the case that typological differences
are far more probable between unrelated or less closely related languages. Thus,
a good variety sample should have a representative from as many of these
relatively independent groups as possible.

Dryer (1989) proposed the notions of genus and macroarea to be able to test
universal generalizations such as the Greenbergian word order correlations. In
other words, these concepts were originally designed for the purposes of prob-
ability sampling. Dryer used them to stratify his sample, to maximize the
representativeness of the sample and the independence of the sampling units.
As discussed in Section 2.1, representativeness and independence are important
goals in variety sampling as well, although in somewhat different ways, and
genera and macroareas provide a feasible and promising basis of stratification
for variety samples, too.

Sometimes a typologist using a language sample encounters the question
whether the language picked from a given genealogical grouping (genus in this
case) is a good representative of that grouping, whether, e.g., English would be
a good representative of Germanic. Such questions are based on a misunder-
standing of what sampling is about. Typologists working with samples aim to
draw crosslinguistic generalizations and do not make claims about individual

8 The WALS list of genera is not a full list of genus-level groupings in the world. It only
includes those genera for which some languages are present in the WALS database. Especially
for South America and New Guinea, the WALS list is not complete, as becomes clear by
comparing the WALS classification and the GLOT classification in these areas. As the selection
of languages present in WALS is heavily influenced by the availability of descriptive materials
(only those languages for which some data exists can be included in the research behind the
maps), this genus list covers quite well the genera for which described languages can be found.
One is naturally free to add genera to the list, e.g., if data is found on a language of a genus not
present in WALS. Like any classification, the list of genera is not the final word about the
genealogical relationships between the world’s languages; it will undergo improvements as
research progresses.
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genera. If one wants to say something about Germanic, then one studies several
Germanic languages, and does not use general typological samples. Whether a
given language is a good representative of its genus is less important for the
purposes of large-scale sampling. In a large sample such effects will not affect
the overall crosslinguistic distributions to a significant degree. If one wants to
take genus-internal variation into account, and to select more than one language
from a genus, one will have to accept a significant increase in the size of the
sample, but as discussed above, extra-large samples are not feasible in most
research settings. However, there is a sense in which the typicality of a language
of its genus may be relevant in the context of variety sampling: a language may
be atypical of its genus because it has acquired features from neighbouring
languages belonging to other genera, and it may therefore be less different from
its unrelated neighbours than are its genus mates.’ If one is not picking lan-
guages at random, one may take this issue into account to the extent that
information about typicality and contacts is available.

As noted above, the genus level, as originally proposed by Dryer (1989), is
meant to be a fairly uncontroversial level of classification and comparable
across the world. On the assumption that the genus level has these properties,
the use of genera as a stratification basis could help us to overcome the
problems caused by the uncertainties and incommensurabilities in classifica-
tions addressed in Section 3. As discussed above, the notion of genus has its
own problems, and has been critized for there not being fully objective criteria
for deciding what counts as a genus; this creates a potential problem for the GM
method. Note, however, that the sampling principles proposed here can be used
with other classifications following a similar goal of worldwide comparability, if
such classifications become available in the future. It is the worldwide compar-
ability of groupings that is crucial for choosing the classification used with the
method.'® The simulations of the GM method in Section 5 put the usability of the
genus classification for sampling into test.

9 We thank an anonymous referee for pointing this out.

10 A referee pointed out that the 328 stocks identified by Bickel & Nichols (2013) could be used
as an alternative to genera in this kind of sampling. The stock is meant as the highest level of
classification that can be demonstrated and reconstructed. Their advantage would be that they
are based on more objective criteria than genera. However, they are not comparable in terms of
time depth. In areas where less work has been done and where the comparative method has not
been as successful as in the case of Indo-European, the proposed stocks tend to have a much
lower time depth than in areas where comparative work has been more successful in finding
deeper relationships. This naturally applies to the highest levels of classification in E18 and
GLOT as well.
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In addition to the 521 genera, Dryer’s list treats pidgins and creoles as well
as sign languages as independent groups on a par with genera. The choice of
how to treat these non-genus groups in GM sampling is somewhat arbitrary, but
as a default, one creole, and, if there is no explicit focus on spoken languages,
one sign language can also be included in the sample at this stage. Pidgins,
however, are not the native language of anyone and do not count as natural
languages in this sense, so they can be left out of the sample. This will raise the
number of languages in the GS to 523.

In an ideal world, one could find data for all languages in the GS and
include them all in the database one is compiling, but this is difficult in practice:
for many of the languages, adequate sources may not exist or they may not be
available in libraries or online — or if available, they may not discuss the
phenomenon under study in sufficient detail, if at all. When adequate sources
are not found for a randomly selected language, one may choose another
language from the same genus, again randomly or by picking the closest relative
of the previously chosen language if genealogical information is available, and
see if adequate sources can be found for that language. If needed, this process
may be repeated until one finds a language with sources usable for finding the
relevant data. If no languages with sufficient sources can be found for a genus,
then that genus cannot be included in the study. The set of languages (one per
genus) that one is able to include in the study in this way will be called the core
sampLE (CS). Depending on the research question and the sources available, the
size of the CS may be much smaller than that of the GS. To take an example from
the study for which this sampling method was used for the first time, out of a
total of (then) 412 genera, Miestamo (2003, 2005) was able to include a language
from 239 different genera plus one creole — for the rest, sources were not
available, or they were not suitable for answering the research questions. The
CS thus had just 240 languages." The size of the CS depends very much on the
research question. Topics that require one to delve deeper into the grammar of
each language and that therefore require thick and thorough grammars or
specialized studies on the topic to be used as sources do not allow CSs as
large as topics for which sources are easier to find. In any case, even in studies
in which extensive CSs cannot be built, it is desirable to try to cover as many
genera as possible.

Using this method will always result in a CS, but the CS may optionally be
extended or restricted for different purposes. The restrictions will be discussed
first. Since the number of genera and languages included in the sample from

11 The WALS classification was not yet available at that time and the list of genera used was
based on an earlier version of Dryer’s classification.
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each geographical area depends on the availability and quality of the sources
and since some areas are better studied than others, some areas will be better
represented in the CS than others. The bibliographic bias thus tends to introduce
an areal bias to the CS." This is illustrated by the numbers in Table 1. The table
shows, for each macroarea, the numbers of genera and the numbers of lan-
guages included in the CS in Miestamo’s (2003, 2005) study,13 as well as the
percentage of the number of genera covered by the included languages (“RS” in
the rightmost column stands for the Restricted Sample to be discussed below).
Better-described areas are overrepresented in the CS (most notably Eurasia with
a coverage of 97% of its genera) with respect to the less well described areas,
especially Australia & New Guinea (with a coverage of only 43.2%) and South
America (only 44%). The percentages of coverage may look rather low for these
areas, but the bibliographic bias affects any sample of this size in the same way
and the sample does not compare unfavourably with other typological samples
in this respect. The availability of sources has seen significant improvement
during the last few years, so that repeating the same study today would give a
much better coverage and a larger CS. Hammarstrém (2009) provides estimates
of the bibliographic coverage of different families and macroareas.

Table 1: Genera and languages in CS and RS by macroarea; adapted from Miestamo (2005: 36).

Genera Languages in CS Coverage Languages in RS

Africa 66 45 68.2% 29
Eurasia 35 34 97.1% 15
Southeast Asia & Oceania 49 26 53.1% 21
Australia & New Guinea 88 38 43.2% 38
North America 83 56 67.5% 36
South America 91 40 44.0% 39
Total 412 239 58.0% 178

The CS is first and foremost a variety sample. The areal bias is not directly
harmful for the general aims of variety sampling, but if one wants to make some
quantitative generalizations as well, e.g., get a better idea of global frequencies
of linguistic features, one should try to remove this bias to the extent possible.
A method of achieving a better areal balance was introduced in Miestamo

12 One may of course argue that there are genealogical biases in the CS as well if one
emphasizes the significance of the family-level: of two families comprised of several genera,
one may get all or most of its genera represented while the other may get only one or two.

13 Remember that this study used a pre-WALS list of genera.
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(2005). The restrICTED sAMPLE (RS) is a subsample drawn from the CS with the aim
to balance the representation of each macroarea. In the RS, each macroarea is
represented in proportion to its genealogical diversity, i.e., to the total number of
genera in the macroarea. This even distribution is reached by randomly elim-
inating languages/genera from each of the better represented areas until the
percentage of the number of languages/genera included from each area is equal
to the least well represented area. In our example case, the least well repre-
sented area is Australia & New Guinea with 43.2% of its genera covered in the
CS. The RS will thus include 43.2% of the total number of genera in each
macroarea: 43.2% of the total number of genera in Africa (66) gives the number
of African languages in the RS as 29, 43.2% of the total number of genera in
Eurasia (35) gives the number of Eurasian languages in the RS as 15, etc. for all
six macroareas (see the right-hand column in Table 1). 43.2% of the world total
of genera (412) gives the size of the RS as 178 languages. The coverage of the
least well-represented area thus defines the maximal size of a RS that can be
drawn from a given CS; a lower percentage may also be chosen, if a smaller
sample is needed for some reason.

The non-genus groups, creoles and sign languages, which cannot be
assigned to a specific macroarea, are not part of these calculations. As noted
above, the choice of how to treat creoles and sign languages is somewhat
arbitrary, but as a default one creole and one sign language may automatically
be included in the RS (in Miestamo (2005), one creole was included and the
actual sizes of the samples were 240 for the CS and 179 for the RS).

The RS avoids the areal bias found in the CS by rendering the representation
of each macroarea proportional to its internal genealogical diversity, i.e., for
each macroarea, the same percentage of the total number of genera gets repre-
sented. With the areal bias removed, the RS is better suited to serve as a basis for
quantitative analysis. It should be stressed that this methodology is primarily
intended for variety sampling, but restricting the sample this way makes the
quantitative treatment of the data more reliable, if one wants to include a
quantitative component in a primarily qualitative study.

Just as other genealogical groupings than Dryer’s genera could be used if
alternatives meeting the requirement of comparability were available, other
macroareal classifications could also be chosen for areal stratification. As
pointed out in Section 2.1, the continent-size areas proposed by Bickel &
Nichols (2013) or the six macroareas proposed by Hammarstrom & Donohue
(2014) could be used as such an alternative.

The method of restricting the sample used in Miestamo (2005) did not
include any means to ensure that the languages that are left outside the RS
come from different families. To take an example from Eurasia, the RS contains
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four Indo-European languages but some Eurasian isolates and small families are
left out, e.g., Ainu and Yukaghir. Possible ways to solve this problem will now
be discussed. The numbers of languages that have to be left out from each
macroarea (= n,,) are counted from the difference between percentages of cover-
age in the CS and the RS. A rather simple option would be to take the n,, best-
represented families in each macroarea and choose (randomly) one language
from each of these families to be left out of the RS. If n,, is bigger than the
number of families with more than one language in the sample, then one should
start a second round from the best-represented family. Another option is to
recursively select the family (or families) with the greatest number of languages
in the sample in each macroarea, and leave out a language from that family (or
those families), until n,, languages have been removed. The problem with the
former solution would be that languages would be taken out from small families
as easily as from bigger ones and their proportional representation would then
decrease much quicker than that of bigger families. The latter solution is there-
fore to be preferred.™

As to areal balancing, a similar method can be used to make sure that the
languages to be left out come evenly from different subareas of each macroarea.
For this, an adequate worldwide classification of linguistic areas below the
macroareal level is needed. Despite the doubts expressed by Stassen (1997: 7)
and Wichman & Kamholz (2008: 251-252), a few possible candidates are avail-
able. Murdock’s (1968) areas are primarily designed for sampling in cultural
anthropology and could in principle be used as a basis of stratification against
cultural biases, but they do not translate into linguistic areas as such; further-
more, being as many as 200, they provide a more fine-grained grid than would
be usable for the present purpose. Tomlin’s (1986) 26 sampling areas are meant
for language sampling; they are established by first taking the existing non-
controversial linguistic areas proposed in the literature, and then defining the
remaining areas either negatively with respect to the established areas or by
paying attention to geographical or political boundaries, and ultimately to
latitudes and longitudes. The most up-to-date alternative to be used as a
smaller-scale areal classification in worldwide sampling is provided by the 24
smaller-scale areas proposed by Bickel & Nichols (2013), see Section 2.1.

14 A similar procedure could be applied within families from which more than one language
has to be suppressed, to make sure that the representation of intermediate levels of classifica-
tion such as major branches of the families remains balanced and no major branch is deleted
from the sample if another branch at the same level still has more than one representative.
However, since the intermediate level, subfamilies, is not systematically given in the WALS
classification, this can be done with some families only.
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Alternatively, the finer geographical balancing could be achieved by paying
attention to geographical distances without any division into subcontinental
areas, and building in a component that would ensure that the languages
chosen within a macroarea are sufficiently far removed from each other.

The construction of a RS according to this method will now be illustrated in
detail using an existing dataset, namely the word order data in Dryer (2005b);
the illustration does not involve areal stratification below the macroareal level.
The dataset includes 1228 languages from 378 genera (here the division into
genera is the one used in the 2005/2008 edition of WALS with a total of 475
genera; Dryer 2005).” Suppose that these data had originally been collected
using the GM sampling method. The size of the CS would then be 378 languages
(and the total of 1228 languages would make an Extended Sample (ES) which
basically means the CS plus all additional languages included in the study, see
below). The macroarea with the lowest representation of its genera in the dataset
is South America, with 59% of its genera represented. The largest RS that can be
drawn from the dataset thus contains 280 languages (59% of the 475 genera).
Selecting a RS of 280 languages means including 59% of the genera in each
macroarea: Africa 41 (out of 70), Eurasia 23 (39), Southeast Asia & Oceania
27 (45), Australia & New Guinea 79 (134), North America 54 (92), South
America 56 (95). Of the 70 African genera, 67 are represented by at least one
language in the WALS 81 dataset. To arrive at the 41 languages to be included in
the RS, 26 African genera thus need to be deleted. They are taken from the best-
represented families: Nilo-Saharan with 25 (out of its total of 25) genera repre-
sented, Niger-Congo with 24 (out of its total of 25) genera represented, and Afro-
Asiatic with 13 (out of its total of 13) genera represented. Deleting 13 Nilo-
Saharan genera, 12 Niger-Congo genera, and one genus from Afro-Asiatic will
eliminate the required 26 genera from Africa and leave 12 genera from each of
these families. This is expressed more schematically for all macroareas as
follows:

(i) for Africa 67(70)-26 =41: Nilo-Saharan 25(25)-13 =12, Niger-Congo 24(25)
-12=12, Afro-Asiatic 13(13)-1=12;

(ii) for Eurasia 38(39)-15=23: Indo-European 10(10)-8 =2, Nakh-Daghestanian
4(4)-2=2, Dravidian 4(4)-2=2, Uralic 3(3)-1=2, Altaic: 3(3)-1=2,
Chukotko-Kamchatkan 2(2)-1=1;

(iii) for Southeast Asia & Oceania 39(45)-12=27: Austronesian 16(17)-8=38,
Sino-Tibetan 11(14)-3 = 8, Austro-Asiatic 8(9)-1=7;

15 The number of genera per macroarea in the 2005/2008 edition is as follows: Africa 70,
Eurasia 39, Southeast Asia & Oceania 45, Australia & New Guinea 134, North America 92, South
America 95.
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(iv) for Australia & New Guinea 105(134)-26=79: Australian 29(34)-18 =11,
Trans-New Guinea 19(22)-8 =11;

(v) for North America 73(92)-19 =54: Penutian 9(10)-6 =3, Uto-Aztecan 8(10)
-5=3, Oto-Manguean 7(9)-4=3, Hokan 5(8)-2=3, Salishan 3(5)-1=2,
Algic 3(3)-1=2;

(vi) and for South America 56(95)-0 = 56.

Note that in cases where the required number of eliminated genera leaves
one or more of the affected families with fewer genera than the others, the
families with a lower total number of genera are affected first. Thus in Eurasia,
one of the affected families is left with only one genus, and this is the smallest
one, namely Chukotko-Kamtchatkan. This has a minimal effect, but if a choice
has to be made, it can be made according to the diversity of the families rather
than just randomly. Once the numbers of genera to be deleted from each
macroarea and family have been determined, one proceeds to choose (ran-
domly) which ones of the genera are eliminated and which ones stay in the RS.®

In addition to drawing restricted subsamples from the one-language-per-genus
CS, the CS can also be extended by including one or more additional languages
from one or more genera. These additional languages together with the languages
included in the CS form the extenpep sampLE (ES). The CS is thus a subset of the ES.
There are various reasons why one might want to include more than one language
from some genera. Although the CS should usually be enough to bring out the
general crosslinguistic variation in the domain of inquiry, extending the sample
beyond the CS has the effect of increasing the coverage of the sample, and it thus
has a positive effect on the linguistic variety captured by the sample. Additional
languages may be included simply because one may already have looked at the
domain under study in them or may have easy access to the data.” If one
encounters rare types or other interesting phenomena in a language of the CS,
taking more languages from the same genus may increase linguistic variety in the
sample. Looking at closely related languages may also increase variety in the sense
that variants of one and the same type or types intermediate between different
types may then be better captured (cf. Croft 2003: 22). In the case of very large

16 Since this dataset was not originally compiled with the present method, we do not know
which language in each genus would belong to the CS and will eventually make it to the RS. We
still have to choose, again randomly, the language to be included in the sample from each
genus that is represented by more than one language in the dataset.

17 In Miestamo (2003, 2005), the ES included 57 languages in addition to the CS and the size of
the ES was thus 297 languages. The reason for including these additional 57 languages was that
they had been analysed for the purposes of a related project, namely WALS, and they could
therefore be easily included in the study adding thus to the diversity of the overall sample.
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genera (e.g., Bantoid, Oceanic, Pama-Nyungan) that cover a large geographical
area, aiming at better areal coverage by including several languages from these
large genera may increase variety.'® Naturally, in terms of (genealogical) diversity,
an ES of a given size in which some genera are represented by more than one
language compares negatively to a hypothetical CS of the same size where each
language comes from a different genus.

So far, we have seen that the samples produced by the GM method are quite
extensive. However, smaller samples may be needed for various purposes, e.g.,
for pilot studies, and indeed, the method may be criticized for being unable to
produce them. To satisfy this need, a variant of the method allowing for any
predetermined sample size, following the same principles of areal and genealo-
gical representation, has been developed, and is introduced in the next
subsection.

4.2 GM sampling with predetermined sample size
(the top-down variant)

This section will discuss a top-down variant of the GM sampling method, in
which the size of the sample is determined in advance. Any sample produced
with this variant of the method will be called a primary sampii (PS). The propor-
tional representation of the genealogical diversity of each macroarea is counted
using the percentages that the number of genera in each macroarea represents
of the total number of genera in the world, and the number of languages to be
included in the PS from each macroarea is then counted from the predetermined
sample size by using these percentages. As in the RS above, genealogically more
diverse areas are represented by a higher number of languages in the PS than
areas that show less diversity. This avoids the overrepresentation of, e.g., the
Eurasian languages and the underrepresentation of areas such as Australia &
New Guinea and South America, typical of so many language samples (cf. also
Dahl 2008). A 50-language PS produced by this method was used in Miestamo
(2009).

18 The reasons for extending the sample discussed so far have to do with increasing variety,
but building an ES may be motivated by other goals as well. For example, to address diachronic
and/or contact issues, and to examine areal patterns, a closer look at specific areas or
genealogical groups may be needed to supplement the general typological survey (cf. Stolz &
Gugeler 2000: 55-60).
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This principle will now be illustrated for different sample sizes, using the
WALS genus list by Dryer (2013)."”” The second column in Table 2 shows the
number of genera in each macroarea and the third column shows the percentage
that each macroarea represents of the total number of genera. The remaining
columns to the right show the number of languages selected for different sample
sizes from each macroarea determined by the percentage. For example, Africa
has a total of 74 genera, which equals 14.2 % of the world’s total of 521 genera.
14.2 % of the sample languages should thus come from Africa. This means seven
African languages in a 50-language PS, 14 in a 100-language PS, and so on for
all sample sizes.’® Once the number of languages has been calculated in the
same way for all macroareas, one can start selecting the actual genera and
languages.

Table 2: Genera and languages by macroarea with different sample sizes.

Genera % 50 100 150 200 300 400 500 600
Africa 74 14.2 7 14 21 28 43 57 71 85
Eurasia 43 8.3 4 8 12 17 25 33 42 50
Southeast Asia & Oceania 66 12.7 6 13 19 25 38 51 64 76
Australia & New Guinea 140 26.9 13 27 40 54 81 108 135 161
North America 92 17.7 9 18 27 35 53 71 89 106
South America 106 20.3 10 20 30 41 61 81 102 122
Total 521 100.0 49 100 149 200 301 401 503 600

Following the principle introduced in Section 4.1, every language in the PS must
come from a different genus. To further ensure the genealogical diversity of the PS,
the languages should, as far as possible, also come from different families. One
starts by randomly selecting a genus from the list of genera in a macroarea, and
then selects a language from the selected genus. When selecting the next genus
and language, the families from which a language has already been selected are
no longer available for selection. One repeats this procedure until the number of

19 The reader will notice that the number of genera in Australia & New Guinea is much higher
in the WALS list of genera than in the list of genera used in Miestamo (2005), see Table 1. This
will affect the percentages to some extent, and shows that the GM method is not immune to the
problems of genealogical classification either.

20 Due to rounding effects, some totals in the last row deviate slightly from the predeter-
mined sizes. There are two options to deal with this issue: either accept the deviation and
work with a sample of, e.g., 49, 149, 301, 401, or 503 languages, or subtract or add one
language from/to the macroarea for which the unrounded number is the closest to allowing
one language less or more.

Brought to you by | Helsinki University Main Library
Authenticated | matti. miestamo@helsinki.fi author's copy
Download Date | 10/13/16 9:45 AM



258 —— Matti Miestamo et al. DE GRUYTER MOUTON

languages needed for that macroarea has been reached. Unless the size of the
sample is very small, the number of distinct language families is soon exhausted
for some macroareas; once a language has been selected from every family in a
macroarea and more languages are still to be selected from that macroarea, the
families that are already represented are made available again, and a second
round is started. Naturally, the genera from which a language has already been
selected are not made available. This procedure is repeated for all macroareas until
the desired number of languages has been selected from every macroarea.

To illustrate the family-level stratification, let us take a closer look at Africa.
Africa has eight distinct families in the WALS classification, and a PS with more
than eight languages from Africa has to take a language from more than one
genus from some families. Four of the eight families in Africa consist of only one
genus, and therefore, if one needs more than 12 African languages in the PS,
some families will have to provide three or more languages. With small sample
sizes, the requirement of even representation of families will have the effect that
no family will be represented by more than one language in some macroareas.
This happens when the number of languages to be picked from a given macro-
area determined by the percentages in Table 2 is lower than the number of
families in the macroarea. In practice one may sometimes have to relax the
requirement of even representation of families in cases where adequate sources
for the desired genera/languages are not available. It is, however, important that
no genus provides more than one language to the PS — the primary unit of
genealogical stratification in this methodology is the genus.

If the sample size exceeds the total number of genera (521 in the 2013 edition
of WALS; Dryer 2013), there will be more than one language from some genera.
From each macroarea one then selects a second language from as many genera
as needed to reach the number of languages required for the macroarea. Again,
one should keep the representation of families even by making sure, to the
extent possible, that the genera from which more than one language is selected
belong to different families. If the sample size gets large enough, one will
exhaust the genera that can supply more than one language to the sample
(i.e., genera that are not constituted by only one language). One will then
have to start a third round, selecting a third language from a number of genera
following the same principles as before. Note, however, that it will be unlikely
that sufficient sources could be found for a language from all 521 genera, and
therefore, PS sizes approaching, let alone exceeding, the total number of genera
remain theoretical in most typological studies. The availability of sources sets an
upper limit to the possible size of the PS.

To take areality into account more effectively, the sample may also have a
more fine-grained areal stratification within macroareas. As discussed in Section
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4.1, the smaller-scale areal classification into 24 areas by Bickel & Nichols (2013)
can be used for this purpose. The procedure for this areal stratification is similar
to the one just proposed for families: if one language is selected from a given
subarea, no other languages are selected from that area until all the subareas of
the macroarea have one representative in the PS; if two languages are selected
from a given subarea, no other languages are selected from that area until all the
subareas of the macroarea have two representatives in the PS, and so on, until
the number of languages to be selected from the macroarea is reached.
Alternatively, the finer-grained areal stratification could be done by paying
attention to geographical distances between languages.

Note finally that, just like CSs in the bottom-up variant of the method, PSs
may also be extended. An ES with some genera represented by more than one
language may be created for various purposes (see discussion in Section 4.1).
The ES adds a bottom-up element to the top-down sampling method. In such a
situation, possible quantitative generalizations over the world’s languages
should be based on the PS, and the ES may be used to address other questions.

4.3 Summary

The main advantages of the GM method are that it combines genealogical and
areal stratification, and offers different levels of sampling that can be used for
different purposes; it aims to overcome the worst problems of genealogical
classifications by relying on the genus level, which is intended as comparable
across the world; and it is explicit and can be formalized, thus providing
samples commensurable across different studies. Potential problems include
the somewhat unclear criteria of determining the limits of genera.

Table 3: Summary of the different levels of sampling and types of samples in the GM method.

Sample size not predetermined:

Genus Sample (GS) One language from every genus

Core Sample (CS) One language from every genus from which a language with
usable sources of data is found

Restricted Sample (RS) Subsample of CS in which the genealogical diversity of each
macroarea is equally represented

Extended Sample (ES) CS plus any additional languages included in the study

Sample size predetermined:

Primary Sample (PS) Sample size predetermined, genealogical diversity of every
macroarea equally represented

Extended Sample (ES) PS plus any additional languages included in the study
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The different levels of sampling and the samples resulting from the different
variants of the GM method are summarized in Table 3.

In practice, when typologists approach different topics, they may use the
same database and add data on different domains for essentially the same
languages. The flexibility of the overlapping samples in the GM methodology
is ideal in this respect. One may have a large CS (or PS), extend it for different
purposes, and draw different restricted samples from the CS for different pur-
poses. The CS will of course also differ from research topic to research topic as
the usability of data sources is always dependent on the questions one is asking.
A language that has sufficient sources for the analysis of, e.g., demonstrative
pronouns and can thus be included in the CS when working on demonstrative
pronouns, may have to be replaced by another language of the genus when
studying, e.g., object marking.

5 Comparing and testing variety sampling
methods

The previous two sections have presented and discussed two methods of variety
sampling: the DV method and the GM method. In this section, these methods
will be tested and compared using a computerized simulation method designed
for this purpose. The focus in the simulations is to test existing methods of
variety sampling as they have been used in typological work. Possible improve-
ments to the methods will be suggested in the discussion in Section 6, but
testing these is a matter of future work.

Recalling that the primary goal of variety sampling is to cover as much of
the structural variety shown by the world’s languages as possible, it will be
interesting to test with real linguistic data how the methods fare in achieving
this goal. This can be done by examining how well different sampling methods
manage to capture different linguistic types proposed in existing typological
studies. In real research settings, variety samples are used in situations where
sampling precedes analysis, i.e., one first selects the sample and then proceeds
to analyse the data and enter it into one’s database.” When testing and compar-
ing methods of variety sampling, one has to turn the setting around and try to
simulate variety sampling using data available in existing databases such as the
WALS database. This is what we have done in order to compare the DV and GM

21 In practice sampling and analysis may overlap to some extent since the sample may be
affected by the availability of sources.

Brought to you by | Helsinki University Main Library
Authenticated | matti. miestamo@helsinki.fi author's copy
Download Date | 10/13/16 9:45 AM



DE GRUYTER MOUTON Sampling for variety =— 261

methods. The results of the simulations are presented in this section. The test
procedure consists of generating a set of samples of different sizes for both DV
and GM, then linking the languages of each generated sample to linguistic data
in the WALS database, and finally comparing the linguistic variety displayed by
the samples pertaining to the two methods. The choice of WALS as the database
against which the sampling methods are tested may be criticized,? but it has its
advantages in that it covers an extensive number of topics in different gramma-
tical domains, includes a high number of languages and data points with a good
areal and genealogical coverage, and the data is openly available and freely
downloadable; we do not see any obvious alternatives to the WALS database.
The GM samples were naturally run on the WALS classification, with 521
genera and 2607 languages (i.e., all languages in the 2013 version of WALS
excluding sign languages as well as pidgins and creoles, since these languages
do not constitute genealogical groupings in the relevant sense). DV was run on
two different classifications: Ethnologue (more specifically, the 15th edition, E15;
Gordon (ed.) 2005) and Glottolog (GLOT). It could be argued that in order to
compare the methods independent of the chosen classification this section
should look at DV samples based on the WALS classification rather than E15
and GLOT. As the DV method can be applied to any classification that can be
represented as a tree, it could in principle be applied to the WALS classification
as well. There are, however, reasons why it is more interesting to look at the
samples based on E15 and GLOT. Firstly, it means comparing the methods as
they have been actually used in typological studies. DV samples based on
(different editions of) the Ethnologue have been used in the typological litera-
ture, but no one to our knowledge has based a typological study on a DV sample
drawn from the WALS classification. Secondly, and more importantly, although
the WALS classification can be represented as a tree and thus used as a basis for
a DV sample, it is not a very fruitful choice to be used with the DV method. It is a
very flat classification, consisting of three levels only (or four in the occasional
cases where intermediate levels of classification have been taken into account as
subfamilies). As the trees have been reduced to these three (or four) levels, a lot
of information on the relationships between languages has been omitted from

22 For example, as pointed out by a referee, the criteria used to identify relevant linguistic
phenomena across languages may be problematic in some WALS chapters; cf. the discussion in
Rijkhoff (2009). How exactly this would affect our tests is hard to estimate. In any case, we are
comparing one feature at a time and counting mean values but do not make direct comparisons
across features, and since it is fair to assume that the criteria of identification used within a
given WALS chapter are applied consistently to all languages coded for the feature in question,
the negative effects of the problem pointed out by the referee do not seem immediately obvious
to us.
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them. The DV algorithm would not bring much added value when used with
such a flat classification, and given that a lot of relevant information is omitted
from the trees, counting DVs on the basis of them might lead to the wrong
conclusions in many cases. The WALS classification simply does not show the
full diversity of the families that the DV algorithm aims to reveal.> The DV
method is primarily designed to be used with trees that have more complexity
and depth.

In the E15 classification, language isolates are collapsed into one group that
appears as one independent top-level node on a par with independent families.
In the GLOT classification, isolates are coded as isolates, but they are not treated
as one group but as independent top-level nodes. However, to keep the classi-
fications comparable in the simulations, we have treated isolates in GLOT as
they are treated in E15, so there is just one group of language isolates.** It can of
course be argued that this does not do justice to the idea of DV sampling or to
the GLOT classification, but we have chosen to prioritize the comparability of the
classifications. It should also be noted that the GLOT sample is constantly
updated. The version we use in our simulations dates from 4 February 2014
and differs from the current version in some details.

In order to keep the probabilities under random selection as comparable as
possible between the two methods, we restricted the number of languages in E15
and GLOT by excluding all languages not found in WALS as well as sign
languages and pidgins and creoles, putting this total set at 2,388 for E15 (out
of a total of 7,299) and at 2,406 for GLOT (out of a total of 8,038).

23 A DV sample of 521 languages based on the WALS classification would have one language
per genus, just like the GM method. A DV sample of 215 languages would have one language
from each family recognized in the WALS classification. With sample sizes smaller than 215, DVs
would play a role in determining which families get a representative in the sample, between 215
and 521, they would have a role in determining which families provide more genera to the
sample, and with samples larger than 521, they would determine which genera get to be
represented by more than one language.

24 If the isolates were treated as independent top-level groups, then all samples smaller than
the total number of independent groups (roughly 430 in GLOT) would have one language per
group irrespective of the size of the group and in sample sizes between the number of non-
isolate families (roughly 240) and all independent groups (430), the method would randomly
pick which isolates are included and which ones are not. Below 240 only larger families would
be able to make it into the sample and the probability for this would be determined by their
DVs. Above 430 the DVs would determine which families would be represented by more than
one language.

25 For the necessary linking procedures, use is made of both the Ethnologue and WALS three-
letter coding systems and the Glottocodes used in Glottolog.
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We included all 144 primary features in the WALS database except numbers
139 to 141, which deal with sign languages and writing systems and could not be
used in the simulations. In total this means 141 features. In every WALS chapter,
there is one feature that constitutes the main map in that chapter; these primary
features are given the letter A in WALS, and accordingly, we have features 1A,
2A, etc. Most chapters have only one feature, but some chapters have more, and
then letters B, C, etc. are used. In the simulations, only the primary features
(A-features) are included. The reason for this is that many of the non-primary
maps contain relatively few languages, which may also be areally restricted, and
the features are usually directly dependent on the primary features and would
not bring independent datapoints to the simulations. The features we use have
anywhere between two (WALS Feature 11) and nine (Feature 33) different values,
with the exception of Features 143 and 144, which have 17 and 21 values
respectively. The frequencies of these values show a great range of variety
from single occurences — value 6 for Feature 19 — to 1191 occurences — value 1
for Feature 82. The total number of languages coded for a feature ranges from
112 (Feature 123) to 1,515 (Feature 83) languages. In all, our database contains
76,347 datapoints for the 2,607 languages of the WALS database for the version
that we used. In terms of data density, this means that there is a value available
for around 14.8% of the potential datapoints.

It should perhaps be stressed that the WALS database itself is not based on a
unified sample built on the basis of a specific method. The database simply
contains all languages that the different authors have included in their chapters.
The editors provided two WALS samples: a set of 100 languages that the authors
were asked to include in their chapters if at all possible, and another set of 100
languages that the authors were encouraged to include. In the selection of these
samples, the editors had areal and genealogical representativeness as an impor-
tant guideline. Different authors were able to follow these instructions to differ-
ent degrees, but nevertheless, the languages of the two WALS samples figure in
a substantial number of chapters. Many chapters, however, have a much higher
number of languages. Despite the fact that the editors provided the two samples,
it can be said that the database is a compilation of 144 samples that were
selected using different — more or less systematic — methods. The 144 samples
have a certain amount of overlap between them due, first and foremost, to the
two WALS samples, but also to other factors, such as the fact that many maps
stem from the same author and may be largely based on the same set of
languages, and the fact that the relatively few languages that have been prop-
erly described have a much higher chance of ending up in typological samples.
In any case, we must assume that the WALS database is far from a random
selection, and that some general principles of sampling, such as areal and
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genealogical diversity, would apply to it, especially since we will be employing
the respective subsamples individually.

To be able to generate GM samples, too, we extended the computer pro-
gramme designed to create DV samples as discussed in Rijkhoff et al. (1993) in
several ways. Firstly, we built in the GM method as presented in Section 4 such
that we can now also automatically create Primary Samples of any predeter-
mined size.” In this computerized version, any PS of size n starts with a genus
sample containing precisely one language per genus in the classification, with a
total of 521 languages in the current version. This sample is then either reduced
or expanded, on the basis of the proportional numbers of languages assigned to
the respective macroareas. Reduction takes place by deselecting genera such
that, per linguistic area and iteratively, a genus is taken away from the largest
family in terms of genera still present, thus maintaining the highest number of
different families represented by at least one genus as long as possible. The
genus to be eliminated from a family is always the one containing the smallest
number of languages in the classification. When the sample size for an area is
smaller than the number of families that belong to it, random selection takes
place to eliminate families from the sample. For sample sizes above 521, extra
languages are assigned to genera such that, per area and iteratively, an extra
language is added to the family with the lowest number of genera with more
than one language assigned to it. Within the selected family, the genus with the
lowest number of languages assigned to it will get the extra language. When all
genera within an area have been assigned two languages, and the total sample
size for an area has not been reached yet, a third language will be added,
provided that a genus contains enough languages. In all cases, when more
than one genus qualifies for either elimination or extension, random selection
takes place.

For either of the sampling methods we generated a number of samples for a
range of representative sample sizes. The set of sample sizes was established at
50, 100, 150, ..., 900. We think that this range covers the sizes of the vast
majority of samples in the typological literature, as well as over 90 % of the
samples in the WALS database. For any tuple <Sample Strategy, Sample Size,
WALS Feature> the programme may be instructed to make any number of
simulations, i.e., resamplings for the same tuple. We decided to run 10 simula-
tions for each tuple; extensive experimentation with different numbers of

26 Note that if we were simulating the GM method independently, we would draw RSs from
individual WALS maps as demonstrated in Section 4.1. But since the DV method cannot be
simulated this way and the simulations of the two methods have to be kept similar in order for
them to be comparable, our simulations will draw PSs.
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simulations had shown us that the results would remain similar irrespective of
whether we would run 10 or 100 simulations per tuple. 10 simulations, 18 sample
sizes, and 141 WALS features give us 25,380 samples per method. For each of
these samples, we made a random draw of the required number of languages
from the genealogical groupings as indicated for the respective samples, irre-
spective of the presence or absence of a value for any of the features in the
WALS database. In case a given language that was selected did not have a value
for the WALS feature, it was assigned the value of zero, and thus did not
contribute to the variety in that sample.

Per resulting selection we determined two quantities, Saturation and
Completeness, which are designed to express the relative success rate of each of
the methods for a sample of that size.?” The saturation (SAT) of a sample for some
feature is the proportion of values, out of the maximum number of possible
values, found in the sample for that feature, i.e., the number of different values
present in the sample divided by the total number of different values present in
the database for that feature. Having extracted ten samples/draws per each
feature and sample size (and method), per each feature we use the mean of the
ten individual Saturation values for that feature in the assessments of the sig-
nificance of the differences between the two methods later below. Complete
Saturation (SAT =1.0) for an individual sample means that all the different values
are attested at least once in that sample. The overall compLETENESS (COMP) for some
feature and sample size is the proportion of draws in which complete Saturation
was reached. For instance, a value of .5 would mean that, out of 10 draws, in 5
draws all values for the corresponding feature were attested, i.e., in 5 draws the
SAT value for the feature in question was 1.0. In short, for a sample of a certain
size, SAT represents the overall capacity of a sampling method to find as many of
the different values for some feature as possible, and COMP represents its capacity
to find aiL of these values as often as possible, representing the chance (as a
historical proportion) that all values will be found. It is on the basis of these two
quantities that we will compare the DV and GM methods.

Table 4 shows the mean Saturation and Completeness values for GM and DV
(in both E15 and GLOT) over 10 samples for each of the 141 features and all
sample sizes running from 50 to 900. As can be seen, GM performs slightly
better (on average) than DV on both Saturation and Completeness when DV is
run on the GLOT classification, while the DV scores run on E15 are, in turn,
slightly better than the GM scores. Note that the DV scores may be slightly

27 We experimented with a number of different possible measures of variety. Saturation and
Completeness seem to us to be the most adequate for the present purpose.
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skewed in a positive sense by the fact that the number of languages included in
the DV simulations is somewhat lower than the number of languages in WALS.
In any case, our conclusion is that the overall means show roughly equal

performance for DV and GM. We will come back to the differences between
the classifications later.

Table 4: Mean Saturation and Completeness over all sample sizes: GM and DV (E15/GLOT).

GM (WALS) DV (E15) DV (GLOT)

n=2607 n=2388 n=2406

SAT 0.905 0.921 0.899
COmP 0.690 0.716 0.662

These global numbers do not, however, tell us anything about possible differ-
ences between the methods depending on sample size or individual features. We
will now look at the effects of sample size. Figure 1 shows the mean Saturation
values for DV (E15 and GLOT) and GM for the different sample sizes. Figure 2
gives the Completeness values per method and sample size.
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Figure 1: Mean Saturation and sample size: GM and DV (E15/GLOT).
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Figure 2: Mean Completeness and sample size: GM and DV (E15/GLOT).

As can be seen from Figures 1 and 2, DV run on E15 appears to perform better than
DV run on GLOT with respect to both Saturation and Completeness with all
sample sizes. Comparing the two methods, we observe that with lower sample
sizes the mean performance of GM is roughly equal to DV run on GLOT, but with
larger sample sizes GM improves and reaches DV run on E15, and outperforms it
with the largest sample sizes. We may note here that the dividing point corre-
sponds roughly to the number of genera (521) in the WALS classification.
Importantly, the differences between the distributions of the mean Saturation
values (calculated per each feature out of individual Saturation values for the 10
samples/draws; resulting in 139 Saturation values for each sample size)*® between
DV (E15) and GM are significant,” and in favour of DV, only for the smaller
sample sizes up to 350; however, the situation reverses so that GM performs
significantly better than DV (E15) at the largest sample sizes 700 and 800-900.
The differences with mean Saturation values between DV (GLOT) vs. GM, are

28 In these calculations of statistical significance, the two features with more than ten values,
namely 143A and 144A, were excluded for practical reasons.

29 All assessments of statistical significance of distributions of Saturation and Completeness
measures between various variants of the methods are based on non-parametric Wilcoxon’s
one-tailed paired tests per each sample size, with a critical p <.05 for significance.
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significantly in favour of DV only for the smallest sample sizes 50 and 100, and
again the performance reverses, GM being significantly better with all the larger
sample sizes from 450 upwards.

As for mean Completeness values, the differences between DV (E15) and GM
are significantly in favour of DV for the smaller sample sizes of 50 through 350,
while again GM performs significantly better for the largest sample sizes, from
700 through 900. The differences between DV (GLOT) vs. GM are significantly in
favour of DV only for the smallest sample size of 50, but significantly in favour
of GM for the all the larger sample sizes from 450 upwards.

We have seen that both methods show Saturation and Completeness values
close to the maximum (1.0). Both methods thus seem to work relatively well for
the purpose of capturing crosslinguistic variety. To put this impression to the
test, we ran the corresponding simulations without any (stratified) sampling
method, i.e., drawing the same number of random samples without any strati-
fication for all 18 sample sizes and all 141 WALS features. Table 5 and Figures 3
and 4 compare the methods against random sampling. The latter was done on
the smallest of the language sets, i.e., the one used for E15. Arguably, this is a
“best case” analysis, and the results for random sampling would be even lower
if we had used the larger WALS sets.

Table 5: Mean Saturation and Completeness over all sample sizes: GM, DV (E15/GLOT), and
Random (E15).

GM (WALS) DV (E15) DV (GLOT) Random

n=2607 n=2388 n=2406 n=2388

SAT 0.905 0.921 0.899 0.772
cCoOMP 0.690 0.716 0.662 0.428

As can be seen in Figure 3, the mean Saturation values of the simulations based
on the two variety sampling methods are considerably higher than those for the
random samples of the same size; the same can be observed for Completeness in
Figure 4. Crucially, the distributions of both the Saturation and Completeness
values for both the DV and GM methods are significantly better than those for
random samples for any sample size (Wilcoxon paired one-tailed tests per each
sample size, p <.05).

On the basis of the results presented in this section, we can draw the
following conclusions. Using a method of variety sampling, either GM or DV,
significantly increases the chances of capturing the linguistic variety shown by
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Figure 3: Mean Saturation and

sample size: GM, DV (E15/GLOT), and Random.
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Figure 4: Mean Completeness and sample size: GM, DV (E15/GLOT), and Random.
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the world’s languages, as compared to working on a random sample without
stratification. This holds for any sample size. It is worth pointing out that many
typological studies are based on convenience samples with areal and genealo-
gical biases, while the tests in this section were made against unstratified
random sampling. A comparison against convenience sampling would be likely
to show even clearer differences in favour of our two variety sampling methods.
A more detailed discussion of the results will follow in Section 6.

6 Discussion and conclusions

In this section, we will discuss the results from different angles, suggesting also
directions for future research. The clearest result of the simulations presented in
Section 5 is that the variety sampling methods perform much better in finding
the crosslinguistic variety in the data than random sampling without stratifica-
tion does. This result is in line with what was said about the reasons for
stratification in Section 1: stratification guarantees that different language
groupings are represented in the sample to the best possible degree relative to
sample size and that the sample languages are as independent of each other as
possible both genealogically and areally; increasing the genealogical and areal
variety of the sample in this way contributes to increasing its linguistic variety.
We have thus shown, with concrete evidence, that using a variety sampling
method is to be preferred over vor using such a method. Once we have estab-
lished that a variety sampling method is needed, the next question is what kind
of method should be chosen. This is a question that our comparison between the
two methods aimed to find answers for, but the answers we get are not as clear
as the first result concerning the use vs. non-use of a method.

The results do not show categorical differences between the two methods,
i.e., either one always performing significantly better or worse than the other,
and the choice of classification to be used with the DV method (E15 vs. GLOT)
seems to be at least as important as the choice of method (DV vs. GM). DV run
on E15 gives better results than DV run on GLOT with all sample sizes. With
smaller sample sizes the mean GM results are roughly equal to the mean results
of DV (GLOT) and with larger sample sizes they are roughly equal to those of DV
(E15); however, the overall distributions of the Saturation and Completeness
values with the smaller sample sizes are significantly better for both DV (E15)
and DV (GLOT) over GM, while with the larger sample sizes the distributions of
both values are reversed, being significantly better for GM over both DV (E15)
and DV (GLOT). The results raise a number of questions:
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(i) Why does a method that includes areal stratification (GM) not perform
better throughout all sample sizes than a method without areal stratifica-
tion (DV)?
(i) Why does sample size have the observed effect on the performance of the
methods?
(iii) Why does DV run on E15 perform better than DV run on GLOT?

Since the focus of this article is on comparing the two methods, we will concen-
trate on question (i), but pay attention to the other two questions as well, to the
extent that they may help us understand the difference between the two methods.

Given that both genealogical and areal biases can be harmful for the goals
of variety sampling, it is somewhat unclear why adding areal stratification
does not simply improve the results.’® Surely, we do not want to draw the
conclusion that areal stratification need not be used in variety sampling. The
differences between the methods lie both in the presence vs. absence of areal
stratification and in different principles of genealogical stratification. Given
that the performance of the GM method first improves with respect to DV with
sample sizes that are roughly equal to the total number of genera (521), and
then surpasses DV with even larger sample sizes, our first suspicion would be
that the number of languages to be sampled from each macroarea in the GM
method is not optimal, leading to harmful biases in samples in which genera
are eliminated on the basis of these numbers. In its present form, the number
of languages to be sampled from each macroarea is determined by the number
of genera in each macroarea. This ensures that the genealogical diversity of
each macroarea is equally well represented in the sample, but on the other
hand, it may lead to areal bias in the sense that an area like New Guinea,
which has a lot of genealogical diversity, is very strongly presented in the
sample and contact-based similarities between the languages in this area may
get overrepresented.

In order to see how the different macroareas are represented in the other two
approaches, DV (E15) and DV (GLOT), we examined the macroareal distribution of
languages in DV samples of different sizes (50 to 900) generated on E15 and
GLOT. Tables 6 and 7 show the distributions for DV (E15) and DV (GLOT),
respectively, and Table 8 gives the corresponding numbers for GM for comparison.

30 One reviewer suggests that the reason why adding areal stratification does not noticeably
improve the results is that since language families are mostly compact, both types of classification
coincide largely. However, as we found large differences in language density in the respective
macroareas between the different methods and classifications (cf. Tables 6 through 8), this is
probably not the case.
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The original samples on which the numbers in Tables 6 and 7 are based are given
in the Appendix.

An immediate general observation is that the representation of macroareas
grows linearly in the GM samples as sample size increases, but in DV samples (E15
and GLOT) the increase is more haphazard. Looking at the similarities and
differences in the numbers in more detail, we can first compare DV (E15) in
Table 6 with GM in Table 8 and observe that Africa, Eurasia, and Southeast
Asia & Oceania get a much higher representation in DV (E15) except for the
smallest sample sizes whereas for Australia & New Guinea, North America, and
South America the pattern is the opposite, showing a much lower number of
languages for these areas for all but the smallest sample sizes. As to the smallest
sample sizes, Africa and Southeast Asia & Oceania have a lower number of
languages for DV (E15) than GM and the Americas have a higher number with
sample size 100. The comparison between DV (GLOT) and GM gives a similar
overall picture, but the point where the higher representation for the first three
macroareas and the lower representation for the latter three start is somewhat
higher than with DV (E15); a further difference is seen in Southeast Asia & Oceania
that shows clear underrepresentation with the lowest sample sizes up to 300 and
Australia & New Guinea that shows overrepresentation with sample sizes 150 to
350. Clear differences are thus observed in how the different macroareas are
represented in GM vs. DV (E15) and DV (GLOT). However, these differences do
not seem to map very well to the differences in the simulation results. The results
of the simulations are not very big and the biggest differences are between the DV
simulations run on different classifications, GM falling in between these. If the
macroareal distributions were to explain the differences, they should show differ-
ences between DV (E15) and DV (GLOT) rather than between DV samples and GM
samples. Consequently, it seems that we cannot get very far in explaining the
results by the different macroareal distributions.

If it is assumed that the principle of proportional representation of the
genealogical diversity of macroareas as defined in the GM method is a valid
desideratum for variety sampling, the deviations from these ideals in the
examined DV samples should show as worse results in our simulations in
Section 5, but this is not the case. Given that no clear differences in the results
were found despite the different macroareal representations, we could con-
clude that areal stratification does not play a big role in explaining the results,
and focus on the genealogical stratification method and the underlying genea-
logical classification in order to try to understand the different results. The
differences in the principles of genealogical stratification used in DV and GM
have been discussed at length above, but since the clearest difference in the
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simulation results is between the two DV simulations and not between DV and
GM, we will not come back to the differences between the methods here;
instead we will focus on the differences between the E15 and GLOT classifica-
tions. The main difference in the classifications has to do with conservative-
ness in assuming higher-level connections. Unlike the classification by Ruhlen
(1991), neither one of the classifications is a lumping classification proposing
large macrofamilies without proper evidence, but the GLOT classification is
even more cautious in this respect and requires more rigorous evidence based
on up-to-date scholarship to assume genealogical relatedness.> Consequently,
the GLOT classification has a higher number of independent top nodes
whereas in E15 the families tend to be somewhat larger and more diverse.
For the DV method, this has the consequence that large and diverse families
get somewhat better represented when DV is run on E15 than on GLOT, but this
difference should only show with larger sample sizes and since DV (E15)
performs better than DV (GLOT) with all sample sizes, this overall difference
in the classifications does not explain the results. Another difference we could
consider in this context is the extent to which the DV samples drawn on the
basis of the two classifications would differ in their adherence to the GM
principle of one language per genus — with larger sample sizes some large
genera such as Bantoid or Oceanic would get represented by more languages
than the GM principles would allow, but there is no obvious way in which the
two classifications would differ in this respect. A detailed look at how DV
samples drawn from E15 and GLOT differ in terms of the representation of
different families and lower-level groups could perhaps give insight into why
the simulations based on the two classifications differ, but since the focus of
this article is on the comparison of methods, not classifications, we will not
delve deeper into this question.

In the preceding discussion, we have tried to find an explanation for the
differences in the simulation results for the two methods. No clear explana-
tions were found, but, as we also noted, the differences between the results
of the methods are not very great nor uniformly in favour of one over the
other, so there is not so much to find explanations for. Turning the question
around, we can come back to our original perspective asking why a method
combining areal stratification with genealogical stratification did not give
better results than the purely genealogical method without areal stratifica-
tion. We have already shown that using either one of the methods yields
much better results than non-stratified random sampling. But if we want to

31 See http://glottolog.org/glottolog/glottologinformation for discussion.
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improve our results and find an even better method of variety sampling, then
we should try to find the optimal combination of the right kind of genealo-
gical and areal stratification. We may ask whether the reason for GM not
performing better than DV lies in the genealogical or in the areal stratifica-
tion method (or both).

Starting with areal stratification, the easiest way to adjust the GM method
would be to use alternative numbers of languages per macroarea. As pointed
out above, determining the number of languages to be sampled from each
macroarea purely on the basis of the genealogical diversity (number of genera)
of the macroareas, might lead to overrepresentation of areas such as New
Guinea where the number of genera is high but there has been relatively
much contact between the languages, levelling out typological differences to
some extent so that the area is not typologically as diverse as the number of
genera might lead one to think. As discussed in Section 2.2, Dahl (2008)
examined the typological diversity of continents in the WALS database and
suggested that this should determine the number of languages to be sampled
from them. Dahl’s numbers for a 101-language sample are: Africa 16, Europe 8,
Asia 17, Oceania 3, New Guinea 9, Australia 9, North America 19, and South
America 20. A direct comparison of Dahl’s numbers with the numbers in Tables
6 through 8 cannot be made since the macroareal divisions do not match
Dahl’s continents as regards Eurasia and Southeast Asia & Oceania. For the
remaining macroareas, we may note that the GM numbers in Table 8 are higher
for Australia & New Guinea, but that the proportions are roughly equal for
Africa, North America, and South America. As regards the DV samples in
Tables 6 and 7, it can be observed that North America and South America
get a much lower representation with the larger sample sizes as compared to
the GM numbers and to Dahl’s recommendations. The underrepresentation of
these typologically diverse areas may partly explain why the performance of
the DV method is weaker with the larger sample sizes. One way of adjusting
the GM method would be to adopt this principle and let the number of
languages to be sampled from each macroarea be determined by the typologi-
cal diversity of the macroarea. Adopting Dahl’s numbers as such in simulations
of GM sampling would be problematic for two reasons: Dahl’s numbers are not
directly applicable to the GM method because the continental divisions he uses
are different from the GM macroareas, and more importantly, there would be a
potential danger of circularity in testing the GM method’s ability to find
typological variety in the WALS database using as a basis for stratification
numbers that are determined by typological diversity in the same database.
The principle introduced by Dahl is worth testing in future simulations if
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typological diversity scores for the macroareas can be established from an
independent source.

Further possible ways to search for improvements to the areal stratification
method in future work include adopting alternative macroareal divisions, e.g.,
the ones proposed by Bickel & Nichols (2013) and by Hammarstrém & Donohue
(2014); see Section 2.1 for a brief discussion of these. Furthermore, it is possible
that macroareal stratification is too coarse for the purposes of variety sam-
pling, and positive effects of areal stratification only start to show up when
areal stratification is done at a more fine-grained level. To test this, finer areal
divisions within macroareas could be implemented as a further level of areal
stratification as suggested in Section 4.2. Finally, areal stratification within
macroareas could also be based on geographical distances between lan-
guages,*” i.e., by building in some generally acknowledged distance measure
into the simulations, or by experimentally finding one.

Searching for the optimal method of variety sampling in future work
should also include experimenting with different kinds of genealogical strati-
fication. One could try combining the DV method of genealogical classification
with different types of areal stratification to see whether that would lead to
better results than GM-style genus-based stratification. One thing that should
certainly be done in future simulations of DV sampling would be to treat
isolates as independent families; as was mentioned in Section 5, isolates
were treated as one group in the DV simulations, due to the structure of the
E15 classification. Given the high number of isolates in the GLOT classification,
this might lead to overrepresentation of areas that contain high numbers of
isolates (e.g., New Guinea), but adding areal stratification could remove the
potential negative effect.

We have not presented results separately for different WALS features, but
it could also be worth examining which features are best captured by which
sampling method. This would deepen our understanding of the strengths and
weaknesses of each method — one method may give better SAT and/or COMP
values with certain kinds of feature value distributions, while another method
may work better with other kinds of distributions. We have experimented with
testing this, too, and observed that DV gives better results with only a handful
of WALS features, while a couple of other features are better captured by GM.
But most features show no significant difference between the two methods.
Comparing the methods feature by feature is beyond the scope of this article,
but could be an interesting additional element in future simulations.

32 We thank an anonymous referee for pointing this out.
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A central contribution of this article has been the development of a method
for evaluating — simulating and comparing - the performance of variety sam-
pling methods. This evaluation method was used to compare two sampling
methods proposed in prior literature. The results of the comparison are interest-
ing as such and the lessons learnt from the exercise can be used in future
research to develop new and better methods of variety sampling. The preceding
discussion has proposed several avenues to test in the quest for the optimal
sampling method.

Acknowledgements: We are grateful to Kaius Sinnemiki and the three anon-
ymous reviewers for their valuable comments on earlier versions of this article.
We also wish to thank the audience at the ALT 9 conference in Hong Kong
in 2011.

Abbreviations: COMP = completeness; CS =core sample; DV =diversity value;
E13 = Ethnologue, 13th edn. (Grimes (ed.) 1996); EI15 = Ethnologue, 15th edn.
(Gordon (ed.) 2005); E18 = Ethnologue, 18th edn. (Lewis et al. (eds.) 2015); ES =
extended sample; GLOT = Glottolog (Hammarstrom et al. 2015); GM = genus-
macroarea; GS=genus sample; PS=primary sample; RS =restricted sample;
SAT = saturation; WALS = World atlas of language structures (Haspelmath et al.
(eds.) 2005; Dryer & Haspelmath (eds.) 2013).
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