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1. Introduction

In part I [7]* of this work we outlined a method for analysing experi-
mental erystal structure amplitudes determined with high accuracy. In part
IT [8]* we described the first phase of applying this method to sodium
nitrate, using experimental values measured by INKINEN [6]. According to
a remark made by INKINEN, there is some doubt concerning the absolute
scale of these measurements, producing an additional uncertainty in the
derived results. Although the experiments would seem to indicate extremely
high accuracy in the measured structure amplitudes, there is still a relatively
large difference between the experimental and theoretical structure-
amplitude of the sodium ion at small values of » (= sin @/1), which may be
an indication of too high a scale.

Here we want to make a closer study of the scale problem, which is here
a question of striving for extreme accuracy. We are already beyond the
accuracy of any least-squares or reliability-index method. Moreover, such
a method would mislead us, especially in the present case where we have
one electron missing in the theoretical model. Consequently, some true
differences exist and they ought to be excluded from the minimization
procedure. A detailed analysis of the results obtained evidently provides
the only way of observing errors of the order we are concerned with. Our
program will therefore be, first, to study in detail what kind of effects a
scale error will cause in the results, and secondly to see if such features are
present in our application and to consider their significance.

2. Effects of a seale error

The results of our analysis are values of the Fourier series
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*) References [7] and [8] will be henceforth referred to as I and II.
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When inspecting the effects of an error of scale, we can separate three parts
in them.

First, Fy, is the total number of electrons in the unit cell, and thus the
corresponding term in both series is known exactly and does not depend on
the scale. In the Fourier series this quantity is just the average density of
electrons, while in the series (2) it represents the scattering amplitude of a
region T filled with this average density, which for A = k = [ = 0 is equal
to the number of electrons in 7' due to the average density.

Secondly, there is the experimental part with the experimental coeffi-
cients Fuu, and the scale error means that all terms of this part are
multiplied by a common factor % £ 1.

The third part includes all other terms, i.e. the residual term and those
corresponding to weak reflections, which are not determined experimentally.
In our analysis we use a theoretical residual term, which gives a reasonable
continuation to the experimental atomic factors. Because of this requirement
it will depend on the scale in a definite manner.

We now see, that the results of this analysis have a unique scale
dependence. If we omit the residual term, it will be very simple. The scale
factor k& will just multiply all deviations from the average, and in this
simplified case the error in g or f; caused by k is therefore linear in the
difference between the true value and the value obtained with a uniform
average distribution. The residual term will somewhat confuse the situation,
but we still expect to observe the strongest dependence in regions where the
electron density possesses the greatest deviations from its average value, i.e,
at the atomic positions and in the vempty spaze».

We can see the effects in detail if we produce artificial experimental
values by multiplying the theoretical ones by a scale factor and analyse
them. We must take into account only those reflections for which the
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Fig. 1, The effect of increasing the scale by 59, a) on the difference series Afr for Txa
and b) on the Fourier difference series along the trigonal axis.
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experimental structure amplitudes exist and determine the temperature
factors i the theoretical values anew according to the scorrect, models
principles. The difference series shown in fig. 1 are found when the theoretical
values Fyp given in I are used as the starting point and a scale factor of
1.05 1s chosen,

It is seen that the effect of the residual term is to cancel partly the
deviations caused by the wrong scale and thus to diminish strongly the
sensitivity of the results to variations of seale. There are still effects re-
maining which will certainly lead to anomalies if they are strong enough,
and which will, if detected in experimental results, reveal an error in scale.
We classify them into three forbidden features:

— deformation of atoms,

— negative (or too high) electron density between atoms,

— wrong electron number of atoms.

The deformation appears most clearly in the Fourier difference series.
In the present application, for instance, the curve in fig. 1b tends to rise
and sink with the scale in the inner region, of about 0.7 A radius, of the Na
atom, while in the outer region it tends to stay where it is. If in addition we
take into account the fact that it in the innermost region, of a radius of
about 0.4 A, is very seusitive to the choice of the temperature factor (cf.
fig. 8¢ in lI), we see that the deformation of interest in the Na atom is just
the height difference between the outer and inner parts of its difference
Fourier picture, which is entirely formed in the region between 0.4 and 0.9 A
from the middle point. Obviously this phenomenon will have a similar
character in any other case.

We have already in T discussed the question of acceptable deformations,
which is largely a matter of judgement. We could of course define a criterion
of least deformation, thinking any deformation to he unlikely, and let %
be determined by it. But it is by no means clear that this principle would be
strictly correct, since »deformation» here means merely deviations of an
atom’s electron distribution from the theoretical one used for caleulation.
However, this is actually a widely used principle. The difference-map
methods of Cocurax [2], Crutcxsaaxk [3] and LEUNG et al. [9] arc just
analytical formulations of this principle. If we instead look how that
deformation appears in atomic factor curves, we get a method much like
the one used by Dawsox [4] for finding sealing errors. This principle is
perhaps somewhat better justified, in view of the fact that we are looking
for a known, particular type of deformation.

The second feature, too high or too low a density of electrons in inter-
atomic space, gives rise to the requirement that the minimum density must
be chosen zero, which has sometimes been used [10]. This criterion gives
the scale only roughly. In principle it is certainly correct, if applied to cases
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like this where very low densities are known to exist. However, the deviation
from the average density will always be very small here. At exactly zero
density it just equals the average (0.677 A=% in NaNO,). Therefore very
accurate values indeed, also for the residual term, are necessary before any
rcasonable accuracy can be gained. We see in fig. 1'b that a 5%, error in
scale will cause in emptly space a maximum error of only about 0.05 A-3,

The situation would get much more favourable if whole regions of zero
density could be assumned. Series (2) gives us fr(0), which is the total number
of electrons in the region 7. (The effect of scale error on electron numbers
in some empty regions, calculated in this way, are given in table VI in a
later context.) Because the convergence here is substantially better (if not
too small regions are used), we can get an appreciably better accuracy. The
crucial question is now whether the correct number of electrons can be
known. If we make it exactly zero in any empty region, we certainly get too
high a scale. In this way the unavoidable element of arbitrariness is again
introduced into the analysis.

The third effect, the deviation of an atom’s electron number from its
correct value, can also bhe observed by computing fr(0) for a suitable
region T (cf. table VI). It may well provide the most accurate criterion
since we have here the strongest deviations from the average, and, on the
other hand, the series has good convergence properties (ef. fig. 5). The task
is just to choose the scale factor so as to make fr(0) equal to the correct
value of electron number. However, it is not immediately clear how the
region 7 must be chosen, since a small part of the distribution of the atom
can be spread into a wide region. That makes also this criterion to a certain
extent a matter of judgement.

In this type of study our treatment seems to offer two advantages. First,
series (2) makes possible a direct numerical calculation of numbers of
electrons in different regions. Secondly, it permits the evaluation of errors
in the residual terms (cf. sec. 4), which is badly needed when we try to
estimate the significance of the features discovered.

3. Remarks on the strueture amplitudes

Our task is to see whether any of the anomalies described above appear
in the present application. To that end, we shall examine separately the
results obtained by using the difference series, the Fourier series and by the
calculation of f;{0} from series (2). Some remarks on the structure ampl-
tudes are, however, necessary before presenting the ealculations.

The experimental structure amplitudes will be those given by INKINEN
[6], and as theoretical values we shall use those obtained from model IIT in
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I1. In order to have the correct total number of electrons, we must subtract
the Honl correction from the experimental values instead of adding it to the
theoretical ones as usual. (In the difference series, of course, this makes no
difference.)

For calculating the residual terms, we sought analytic approximations
for the theoretical atomic factors in the region of high ». We used functions
of the type
(3) fana]ytic = Z A
where a method of Lowpix and ArpeL [11] for finding the parameters A;
and «a; could be used. Numerous functions given in the literature for
approximating atomic factors could not be used here, since we are mostly
interested in the residual-term region.

Table 1

The parameters for analytic approximation of the theoretical atomic factors.

| Na | N | 0
A I o A l a ! A l a 3
| | | | | |
s 0.138  1.721 0.308 | 1.713  0.232
4723 3.140 1.080 6.570 | 13.890 | 11.410
3.424 8.880 ! '
Table II

Accuracy of the analytic approximations of the theoretical atomic factors.

]

atom interval i !fanal — .ftheor}
X 0.01 <= 2 < 0.7 < 0.03
a 0.7 < 22 < 2.5 < 0.02
! X 0.3 < %< 0.7 < 0.010
* 0.7 < x2< 2.3 < 0.008
;
0 0.3 < 2? < 2.3 < 0.008
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We arrived at the parameter values given in tahle I. Thoy constitute a
representation for the atomic factors fi,, fx, fo at zero temperature in limited
regions of %. The resulting maximum deviations from the theoretical values
of FREEMAX [5] and McWEENY [12] are given in table 1L,

In the course of the caleulation some minor errors were observed in the
theoretical atomic factor values given by INKINEN [6], which we have used
as the starting point in calculating theoretical structure amplitudes. They
obviously arise from inaccuracies in the graphical interpolation procedure
used in their evaluation. They have no essential effect on anv of the
previously derived results. For exactness they are corrected here. They were
observed by a semi-analytical interpolation procedure, which proved reliable
in all caleulated examples. An approximate analytic representation of type
(3) was formed and the remaining differences interpolated graphically. 1t
was also found that the temperature factor By given by INKINEN did not
agree with the given numerical values, which, however, may be due to a
misprint. The correct value corresponding to his fy values scems to be
By = 1.140 A%instead of the given 1.040 A2 Our result in IT must therefore
also be corrected to cx — 0.465 = 0.05 A2

The revised theoretical values Fy; for model IIT without the Honl
correction as well as the corresponding experimental values F;Xp and
differences AFy; are given in table ITL

4. Evaluation of the corrections

The features searched for appear as such fine details in the results that
no conelusions at all can be made before all important corrections and errors
have bezn evaluated. In T we classified them into experimental errors,
possible variations of the scorrect model» and »heavy deformations and
interatomic distributions».

We assume that the standard deviations given in I express the correct
order of magnitude of all experimental ervors (execept those resulting from
the scale, of course). The limits given for the parameters define the variations
of the »correct models. Thus the main trouble is caused by the »heavy de-
formations and interatomic distributionsy. In practice this means that we
have to evaluate errors caused by the use of theoretical values for the weak
reflections and for the reflections just above the cut-off limit; the variations
of the »correct modely will take care of reflections lying farther away.

The error due to weak reflections will no doubt be a most important one.
We see from the calculated Afy, (fig. 3a) and Afy,, (fig. 7b in IT) that the
structure amplitudes of the Na ion and the NO; group deviate from the
theoretical ones in the measured x region. Therefore the theoretical values
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Table III
F'exp == experimental structure amplitudes with the Honl correction
I"1;1 = the corresponding revised theoretical values
AF" = F’exp — F'ix
Fy = quasi-experimental structure amplitudes for the weak and coincident
reflections

£ orr = theoretical structure amplitudes with corrections due to fxa. and fxo, -

hkl Fexp Fm AP | Fy | P !
| ; !
000 84.00 82.00 2.00 | 83.54 |
110 7.37 | — 8.12 0.75 — 7.0 "
e 40.73 | 40.12 0.61 4074 |
o222 ~29.23 | 2781 | — 1.42 - -.928.01 |
170 14.17 | 14.67 | — 0.50 14.17 |
201 19.46 | 19.35 0.11 |
200 18.61 17.29 1.32 | 1853 |
‘ 220 12.80 12.43 0.37 1279
332 31.32 29.70 1.62 . 31.08
‘ 321 14.13 14.38 | — 0.25 | 1434
L2010 14.91 14.92 ¢ — 0.01 .
‘ 211 13.28 13.72 | — 0.44 . 13.34
433 — — 0.39 L 0.75
310 10.02 9.34 0.68 | 9.80
422 9.51 8.76 0.75 | 9.04
Lo432 11.91 11.40 0.51
320 12.82 1297 | — 015 |
211 19.58 19.60 | — 0.02 | 19.68
444 | 3LOO0 30.50 0.50 | 3120
412 | 10.46 1063 { — 0.17 ! i
42 916 9.56 | — 0.40 | 9.08 |
431 | [ 9.36 8.74 0.62 1 9.40 9.50
411 | 2.40 : 2.35
330 | - 1.47 | 143
220 9.79 9.30 0.49 ! 9.88
. 311 2.25 1.54 0.71 :
| 543 8.66 8.57 0.09 8.97
P22 0.51 0.47 ‘,
310 . - 0.29 0.17 ;
532, 9.21 9.16 0.05 9.06 |
321 | 15.75 15.60 0.15 15.60
554 ' [ — 0.19 0.39
420 | 7.32 7.42 | — 0.10 7.31 7.34
410 1 -~ 0.18 - 0.24
524 | 7.48 774 | - 0.26
222 [[— 689 | — 6.56  — 0.33 | — 6.88 | — 6.52
403 | - 0.98 1.06
400 ‘ 200.31 19.99 0.32 19.97 |
644 | [ 7.46 7.64 | — 0.18 7.57 7.66 |
521 | | 12.87 13.18 | — 0.31 12.83 12.98 |
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Table 11l (continued)

hkl F’exp i K ! AF’ Fq Fogrr

| I
531 1.70 | 1.08 \ 0.62
645 5.29 | 5.31 i - 0.02 :
655 12.36 | 1215 1 0.21 | 12.09
643 553 | 565 0 — 02 | |
633 f 10.62 10.62 0.00 10.70 § 10.74
552 L1171 1171 0.00 11.73 | 11.67
320 642 610 (.32 '
321 5.76 5.61 0.15 5.51
541 — 0.51 0.63
41T | 688 676 1 0.2 6.48 |
653 [ 502 546 | — 0.44 5.01 5.20 !
440 V1537 | 1668 | — 1.31 15.38 15.94
412 550 | 5.21 0.20 | '
321 11.30 . 1187 | — 0.57 | 11.63
623 — 0~ 053 - 0.55
664 6.72 6.48 0.24 | 6.46
w01 1.44 | B
322 (= 0.96 088
642 592 6.06 | — 0.14 5.88
666 — — 3.83 — 371
520 5.53 541 1 012
622 — 553 | — 454 — 0.9 L 5.4
530 I 536 | 542 - 006 | 587 528
431 ;- — 0.23 - — 0.09
510 I_ ~ 0.70 063 |
754 [ 4.76 464 1 012 4.74 4.64
652 |- & 099! 1.07
765 452 1 421 031 4.31
411 — = 039 ~0.43
631 421 ‘ 3.50  0.62 L 407
332 | 087 | 96l l 0.26 9.71
743, — | 0320 0.30
504 1 - 1 035 ‘ 0.27
612 | — 1.47 | 1.45 |
764 1 448 415 0.33 -
330 . 4.55 3.52 1.03 422
641 | [ 3.04 3.51 0.43 3.94 3.37
785 1 | - 0.64 00
412 412 421 0 — 0.09
331 - 0.79 073
776 [ 780 . 816 | — 0.36 88 8.06
420 | | 3.84 402 — 018 375 3.84
422 | 381  3.72 0.09 3.78
611 [ 8.06 | 815 | — 0.09 8.27 8.21 |
662 |- = — 330 -~ 3.08
521 | 454 459 | — 005 442 4.39
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certainly are poor approximations for many of the weak reflections in this
region.

It is evident that the deviations of the experimental structure amplitudes
from the theoretical ones, except for statistical errors, ave chiefly caused by
the differences between the true and the theoretical atoms inside the
regions T, and T'xe, usedin the calculation. (It was also seen that choosing
larger regions did not cause essential changes in the Af curves). If this is
accepted, we can construct estimates for the weak reflections by correcting
theoretical values with corrections corresponding to the calculated Afy,
and Afyo,. The regular behaviour permits a reliable interpolation of Af<.,
but no simpler way was found for getting the Afy, values than just to
calculate series (2) separately for each (A%I) in question. We call the structure
amplitudes reached in this way quasi-experimental, and give their values
F_ in table 1.

Quasi-experimental values are cvaluated also for the coincident reflec-
tions. In this case the experimental total intensities are divided in the ratio
of the component intensities corresponding to the corrected theoretical
values.

The corrections due to weak and coincident reflections can now be
estimated just by calculating their contribution to the series with use of the
F . values.

We can get an idea of the reliability of the quasi-experimental values by
making the same corrections in the theoretical values of the measured
reflections. Comparison of the corrected values F_ . (table ITI) with the
experimental ones shows that all significant differences have been essentially
corrected. This correction causes the sum R = X(¥F,,, — F)?, calculated
for the terms considered (odd reflections omitted), to drop from its value
R = 15.58 down to 2.65, which is already near the value X§* — 1.22
calculated from statistical errors. This makes us believe that the evaluated
contributions of weak reflections will also be more than just qualitatively
correct.

LOrr

There will obviously also arise significant errors from the fact that the
theoretical structure amplitudes in the residual-term region differ from the
true ones in a manner that cannot be represented by variation of para-
meters. This is true at least for the contribution of the nitrate group, as is
clearly seen from the wavy end of the calculated Afy,, (fig. 7b in IT).
For the sodium ion this seems to be less important.

We can explain this error by saying that it is a consequence of too poor
a model for the nitrate group. However, we know how its structure amplitudes
can bhe improved in the low x region up to the cut-off limit. The correction
is just expressed by the calculated Afyo,. Neither do we need anything else
as long as we are interested only in effects outside T'yo,. The reason is that
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we can take any model for NO,, and no changes in the resulting experimental
distribution outside T'vo, will occur unless we choose a bad model which
gives a discontinuous continuation to the experimental fy,. A discontinuity
in the structure amplitude will always cause extended oscillations in the
distribution. Now we do not know what the improved model actually is,
except for just the corrected F values below the cut-off limit, but we do
know that it must he essentially better than the old one, and the oscillations,
certainly present in the original Fourier picture, must be largely eliminated,
Outside T'y,, the result therefore is the same as if we had corrected the
residual term of the theoretical model to give a more reasonable continuation
to the experimental fy,. Because the improvement of the model concerns
only the region Ty, . the corrections obtained are valid in the outside region
for the difference series as well as for the total series.

In this way we get an estimate for the contribution of the NO; group to
this cut-off error evervwhere outside the region of the ton itself, for instance
in fy,, by taking the corrections to the Iy, values corresponding to the
caleulated Afy, and caleulating the change caused by them in f,. Of
course we can cqually well ask about the correction to the distribution
density at the Na ion or between the atoms. The only thing we cannot do in
this way is to evaluate this correction in the NO;, group itself or in its im-
mediate neighbourhood, where it unfortunately is the largest. To do this
we in fact ought to guess the continuation of Afxo, in the residual-term
region.

9. Calculations and discussion of results

The difference series will be examined first. Of the three anomalies we
are searching for the only one that can be seen in the difference series is the
deformation of atoms. Here the Na ion is a much more rewarding object of
study than the atoms of the nitrate group. 1t is more compact and separate
from its surroundings, and we can therefore expect it to be less deformable
and at the same time more sensitive to scale changes. Thus it seems reason-
able to concentrate in this connection on the study of the Na ion alone.

The Fourier difference serics at the Na atom along the trigonal axis, as
well as /fy, , have been calculated; with the results shown in figs. 2 and 3.
In order to make the significance of scale more pronounced, we present in
adjacent figures results where a 5%, lower scale is used for the experimental
structure amplitudes and a corresponding adjustment of the theoretical
model according to the »correct models prineiples is made. The contributions
of weak reflections in both series, Oyear» have been calculated with use of
the cocffic’ents F - Fiy F, — F;xp for strong coincident reflections) as
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Fig. 2. Fourier difference serics at the Na ion along the trigonal axis a) with the original
scale, b) with the scale reduced by 59,. The result is given without corrections (- — —-),

corrected for the weak reflections and the cut-off error (x-— ) and with a slight

change of the temperature factor e, in addition to the corrections (+). The circles

stand for the result when the theoretical atomic factor of Bovs is used.

well as the correction of the cut-off error due to the nitrate group, as ex-
plained in sec. 4. The numerical values of these corrections as well as the
uncorrected values are given in tables IV and V.

The same corrections have also been made in the case of the lower scale.
Actually, we ought to compute new Af’s by using experimental values with
the lower scale and the corresponding theoretical values, and to evaluate
these corrections all over again. We also calculated some values of Afy,,
enough to get an idea of its behaviour. Together with the new Afy, (fig. 3b)
they gave clear evidence that the corrections will be only slightly different.
Therefore we found it justified to take the corrections numerically equal.
It must be borne in mind that that they are of a rather approximate
character in any event.

The effect of experimental errors was seen in II to be of the order of
0.02 A-3 in the Fourier series and 0.04 in A fva- The effect of parameter
variation is also studied in II (cf. figs. 3b and 8¢ in II). In the Fourier
picture only the innermost region, not beyond 0.4 A from the middle point,
is sensitive to the temperature factor c%,, and will depend on the particular
choice of it within the limits of the »correct modely. The other parameters
have no significance here. The numerical values of Oparam 1N table IV were
found when ¢%,, ¢k and ¢} were given maximum variations within these
limits (0.035, 0.05 and 0.045 A2 respectively).

Let us now look in Ap for the particular type of deformation discussed
in sec. 3. Taking into account the possibility of varying ¢, , we see that in
the original scale (fig. 2a) we have no height change in the critical region, in
contrast to the reduced scale (fig. 2b), where a slope is clearly seen. This
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Table IV

Fourier difference series along the trigonal axis at intervals 0.2331 A, uncorrected

(A9) and corrected, (Apg.gr), with the estimated contribution of the weak reflections

(Oweak), the correction of the cut-off error due to the NOg group (dresno,), that due to

both the Na ion and the NOg group (4;), and the effect of possible changes of the
parameters (dparam)-

i " ‘ d'\_) | CSwc’.ak ‘ dreﬁ_\'U,‘ , ares ! Agcorr 1 6param I
! P ’ l '
‘ [4  —0.090 | -0.004 0,150 0.152 | —0.092 | T0.014 .
| Txo, 5\ —0.064 | - 0013 | 0.123 0.115  —0.085 | —0.014
6 ' —0.136 0.010 0.074 0.060 | —0.140 5 0.006
; 7 —0.238 0.036 | 0.057 0.047 | —0.176  +0.011
! 8 —0.221 0.029  0.036  0.032 | —0.160 | £0.015
| 9 —0.052 0.001 . 0.017 | —0.016 ' —0.067  1-0.010
‘ 10 0013 —0015 | 0062 | —0.080 —0.062 -0.008
. 11| —0.064 0016 | - 0.063 | —0.060 | —0.140 F0.011
12| —0.101 & —0.014 | —0.032 | -0.033 | —0.148 | F0.023
13 - 0.023 0.013  —0.004 | ~0.010 | - 0.046 | F0.010 |
| Iu © 0071 | 0.020 0 0.005 | 0.056 i ~0.011 ‘
g 115 0.120 | 0.035 0.001 0.086 © T0.020 |
\ Nelve 0058 0.033 0.006 '0131 40.088 |
‘ 17 0202 | —0.007 | 0.026 0221 40325
Na {18 0222 o011 | 0.040 | 0.273 ‘ +0.460 |

situation does not suggest any change of scale from the original one. If we
take the criterion strictly, we can say that only changes below 29, could be
allowed, an increase equally well as a decrease, and here we already have
included the uncertainties in evaluating the corrections.

Of course we have no guarantee of the correctness of this principle itself.
Only a knowledge of the goodness of the theoretical atomic factor of the Na
ion could give more assurance to this reasoning. To get some idea of the
order of magnitude of possible changes in the model, we took the theoretical
atomic factor of Bovs [1] for Na™, which no doubt is the best one available,
and calculated new Ao values. Also this result is given in fig. 2, and it does
not give any reason for changing the conclusions.

We are not able to make any accurate quantitative conclusions from the
Afxa curves. The uncorrected results (fig. 3a) show very clearly the reason
for suspecting too high a scale: the average trend of these curves is strikingly
similar to fig. 1a, which gives the isolated effect of a 59, increase of scale.
In the corrected results (fig. 3¢) this similarity is not so evident any more,
although the beginning still is equally high. The high values near » = 0
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Fig. 3. The difference series Afp for T'x,, a) uncorrected and with the original scale,

b) uncorrected but with the scale reduced by 59, ¢) corrected for weak reflections

and the cut-off error due to the NO4 group and with the original scale, and d) the same
as c¢) but with the scale reduced.

Table V

The difference between the experimental and the theoretical scattering factor of the

Na ion, uncorrected (Afx,) and corrected (Afxa_corr), With the estimated contribution

of the weak reflections (dyweax) and the correction of the cut-off error due to the
N03 group  (dresNo,)-

Il I AfNa l Oweak OresNO, ‘ AfNa, corr '
|
000 0.367 |~ 0.002 | —0.022 0.343
111 0.346 | —0.010 | -—0.030 0.306
222 0.291 | —0.028 | —0.048 0.215
333 0.217 = —0.044 | —0.061 0.112
444 ' 0144 | —0.048 | —0.057 0.039 |
555 0.082 | —0.037 | —0.038 0.007
666 0.036 | —0.017 | —0.012 0.007
110 0.206 0.000 | —0.001 0.205
220 0.027 | —0.008 0.013 0.032
330 0.044 | —0.017 | —0.002 0.025
200 0.164 | —0.003 0.000 0.161
300 0.045 | —0.005 0.009 0.049
400 —0.009 | —0.005 0.007 | —0.007
500 —0.023 0.000 0.004 - 0.019
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mean just that the experimental values give about 0.4 electrons more in the
region Ty, than the theoretical ones. A more extensive study of the numbers
of electrons in different parts of the unit cell is necessary before we can
decide whether there is anything unnatural in this result.

There is, however, another feature which must be noted. After the
corrections, the differences between the principal directions, cos?z — 1 and
cos? = 0, in the Na ion have completely vanished. This says that the
experimental values show no sign of ellipsoidal deviations from spherical
symmetry in the Na ion.

As an attempt to use the empty space criterion, we have calculated values
of the Fourier series on the trigonal axis between the ions. The values of the
Fourier difference series were calculated at distances n - 0.233 A from the
middle point of the nitrate group. The points n = 7, ..., 13 lie outside
both Tyo, and Ty, and will be studied more closely.

Fig. 4. Electron density in the interatomic space along the trigonal axis. (- — —.) = the
uncorrected dg, ( X — X ) = Ag corrected for the weak reflections and for the cut-off
error, (—-) = the estimated upper limit for the experimental electron density.

The contribution of weak reflections was evaluated as before. The cut-off
error can now be estimated for both ions because we are outside both
regions. The effect of experimental errors was given in IT as of the order
of 0.02 A-3. The effect of possible variations of the temperature parameters
was also calculated as before.

The electron density of our model in this empty region has small positive
values. A closer examination shows that it lies below 0.06 A-3 at all points
considered, being in the middle part of the region considerably less. This
gives us an upper limit for the experimental electron density, when added
to the corrected values, as shown in fig. 4. The numerical values of the
results and corrections are given in table IV.

We see that even the upper limit, which in fact is taken rather high, has
negative values, which certainly is wrong. If we compare this curve to fig. 1b,
which gives the effect of a 59, error in scale, we see that only a negligible
part of this feature could arise from too high a scale. In particular, it seems
impossible to explain the valley on the right side of the curve in this way.
We also believe that the evaluated corrections cannot be so much in error.
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So the only possible explanation seems to be that there are some isolated
errors in the experimental values, and we can only take the situation as
warning example of the serious effect such errors can have on the details of
the Fourier picture. This circumstance makes it impossible to draw any
conclusions about the effect of the scale in such a calculation. It also shows
that caution is needed in using the deformation criterion.

As a last attempt to find new arguments concerning the scale, we cal-
culated the number of electrons in different regions of the unit cell, viz. for
both ions separately and for their surroundings, and finally for the whole
sempty spacer. We therefore calculated f(0) for the following regions:
spheres containing the sodium ion with radii 1.05, 1.20, 1.30 A and ellipsoids
containing the nitrate group with 4 = 2.20, B = 1.50 A, which was used
in II, and with 4 = 2.20, B = 1.87 A. The surroundings of the ions were
then obtained as the differences between the largest and smallest sphere or
ellipsoid, respectively. The whole empty space is represented by the rest of
half a unit cell, when both 7'y, and Ty, are subtracted, and in this
particular case we chose regions that are tangent to each other. This con-
dition of tangency is achieved if we choose the larger one of the two Ty,
regions together with a 7'y, whose radius is 1.11 A, or the smaller one of
them together with a Ty, of 1.20 A radius,

&q;electrams

2t * N T

ﬁ \ | e e B
R I +10 A 10 25A7

BT } i ;-1f051 )

gk " -

Fig. 5. Progress of convergence of the series fr(0) for 1'n, with two different radii.

The residual terms were calculated with the aid of the analytic re-
presentations (3). In order to follow the progress of convergence, we plot the
theoretical partial sum as a function of the cut-off limit % Two of these
curves are shown in fig. 5. All of them show a similar, very regular behaviour
with smooth damped oscillations, which allows us to determine the limits
of these series rather accurately. In any event, the errors here are negligible
compared to other inaccuracies in evaluating the experimental sum.

The experimental results are obtained by adding the difference series
to the theoretical values. The contributions of weak reflections are evaluated
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as before. The largest contribution to the cut-off corrections, that of the
nitrate group 4.0, can be estimated directly only for the Na and empty
space regions, but not for the NO; regions, as explained in sec. 3. However, in
this particular case of calculating electron numbers, we can make use of
the known exact result for the whole unit cell, which must remain unchanged
in every calculation. Also, the cut-off correction to f(0) must be zero for
the whole cell, and in Ty, it is therefore the negative of its value in the
complementary region, where a direct calculation is possible. The standard
deviation ¢, is again understood to express limits on experimental errors
and the effect of varying the parameters (6,,,, calculated as before) to
give limits for the residual term. Numerical results are listed in table VT.
For comparison, the isolated effect of a 2%, increase in scale is also given
here calculated in the same way as fig. 1.

Table VI

Number of electrons in different regions (columns 1, 2 and 3), the contribution of

weak reflections (dweak), the cut-off error due to the NO, group (dresno,) and the

Naion (diesna), the standard deviation (Oexp)s the effect of possible variations of the
parameters (Oparam), and the effect of raising the scale by 2 per cent (S29;).

I ’ cor-
‘ region Theor.| Exp. rected | Oweak ‘5resNO, OresNa 6exp 6parﬂm a2%

| |

‘ ;

Na sphere: ; | |
1. R =105 A 9.83 | 10.20 | 10,19 | —.002] —.022] .01 065 F.041 145
2. R =1204A 9.95 10.29 | 10.31 .022 .019] —.02 .062| F.009 103
3. R —-130A 10.03 } 10.33 | 10.39 .034 041 .02 L .060) £.024 070

shell between Na

spheres 1 and 3 0.20 1 0.13 0.20[ 036 063 - .025‘; 069 L.065 —.073
i | | i

NO; ellipsoid: ‘ ‘
A =220, B=-150A |30.35]380.94 | 30.86 | —.027 —.05 | ~.00 ~.10 F.016] .209
A =220, B=1.87A |30.55]|31.12] 31.09 .003[ —.03 | ~.00 ‘N.l() +.012) 119

shell between the two ‘
NO, ellipsoids 0.20| 0.18 0.23 .030 .022 iN.OB +.004; —.085

half unit cell
less (T'Na-+ TNo,): : ‘

A =220 ; ;
R=120; 5 _ |01 070 064 069 .005 05 ~0.10 | 4.025) — .31 |
A= 2.20 ‘
E=11L o oo | 058 077] 080 —.011 .04 ~.10 | 4-.042| — .25 |
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At first it should be noted that the errors and corrections are noticeably
smaller compared to the effect of the scale error than in the electron density
calculations. Thus, if we knew heforehand the number of electrons in any
of the regions, we should get a rehiable criterion for correct scale.

The Na ion is known to have 10 electrons. The experimental results for
different T, are: 10.19, 10,31, 10.39 electrons for radii of 1.05, 1.20, 1.30 A
respectively, provided the original scale is correct. They show a steady -
crease with growing radius. The number of electrons in the shell between the
first and third sphere is 0.2, which means that the increase is significant if
the scale is not too low more than about 39%,.

In these circumstances the starting point of our considerations, the high
value of Afy,(0), looses its significance as an argument about the scale.
The idea behind the original doubt is certainly that the number of electrons
in Ty, ought to be exactly 10 (which however does not mean that /fy(0)
ought to be zero). A rough extrapolation shows that the radius of a sphere
containing 10 electrons is about 0.93 A, if the original scale is correct, and
only about a 1% reduction of scale is necessary to change it into 0.98 A,
which is the commonly used value for the ionic radius of Nat. Thus the,
original requirement is actually very easily satisfied with such a smaller
sphere. However. this does not provide any argument concerning the scale
since the electron cloud spreads out farther, and one choice of boundary
seems no more justified than another within the limits considered. Only the
choice of a scale at least 3%, higher would make the electron number of the
Na ion well defined. However, the electron number then comes out about
10.5, so that the criterion is not applicable.

The nitrate group is again a less favourable object for making con-
clusions about the scale. A nitrate ion has 32 electrons (in our model only 31),
but the ouler ones are known to be rather widely distributed in space. The
results for the two cllipsoids, 30.86 and 31.09 seem therefore quite reasonable.

The electron numbers in the empty space regions are of course not known
beforehand. We can only be sure that they are slightly greater than zero.
Such regions, however, have been examined here since the Fourier analysis
of empty space gave negative densities. We see that a considerable part of
the negative regions found there lie inside the shell regions between the
smallest and largest sphere or ellipsoid. In both cases, however, we get
clearly positive results. which confirms that the negative density is only a
rather local feature and shows that the caleulation of f; is rather insensitive
to single errors in the structure amplitudes. Even a raise of scale would be
allowed, with an upper limit of 5%, the limit being set by the requirement
that both values be positive.

The number of electrons in the whole empty space is found to be 0.7 and
0.8 in the two calculated cases. Again a 5%, increase in scale is needed before
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it vanishes, and before we can be sure of too high a scale having been
reached.

The occurence of anomalies in all these cases is rather insensitive to scale
errors. The calculation of electron numbers would in principle be the most
accurate one, The limits of accuracy in the results would allow accuracies
of scale up to 419, if the correct result could be known for any T. But
none of them is known exactly, and we can only resort to arguments of what
is reasonable, which seem to include uncertainties of at least 3 or 49%,. The
criterion of least deformation, when understood literally, reaches also a
1.6—2%, accuracy, but it is somewhat questionable in principle. The
examination of electron density in empty space for this purpose is com-
pletely spoiled by isolated errors in the experimental values, and would
even in principle scarcely go beyond 59, in accuracy.

The qualitative statements of the different criteria obviously hold
generally. The numerical limits of their accuracy are valid only for this
particular case. In different crystals the possibilities for scale control may
be quite ditferent, and also more extensive (greater cut-off limit) experi-
mental material will certainly make possible a more accurate treatment.

One additional remark can still be made. In the measurements of Tnkinen
the scale is fixed relative to the structure amplitudes of NaCl observed by
VIHINEN [13]. These are, however, also relative measurements where the
scale is determined afterwards, The criterion used is only shortly mentioned
in ref. [13] (page 19) and no attention is paid to the reliability of the principle
or to the accuracy of the result. The present work gives rise 1o some criticism
of VIHINEN's method, although at the same time it shows that no major
errors can exist. The scale of the measurements of VIHINEN ought to be
controllable with a much better accuracy than that of the present case.
since they give an appreciably longer and more complete series of structure
amplitudes. Actually, we have made such an analysis and found that the
accuracy fortunately happens to be rather good, only an error of the order of
194 being possible.

From all our considerations we draw the conclusion that the original
scale of the experimental structure amplitudes considered is correct to
within 4-29%,. This is not quite indisputable if the analysis of these values
alone is considered, since the only argument that reaches such limits is the
somewhat questionable deformation criterion. Such limits would, however,
have been quite reasonable on the basis of the experimental work deseribed
by Inkinen, where the fixing of the scale relative to the basie scale is actually
rather accurate. The unfortunate suspicion of too high a scale turned out to be
quite groundless. There does not even cxist a preferable direction for co:-
recting the scale in any of our considerations; instead, an increase in the
original scale looks just as possible as a decrease.
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Now that the limits of scale are fixed, we can immediately find the
corresponding limits for parameter values given in 1I because the effect of
changing the scale has already been studied there for each of them. We can
now also understand the values given in table VI to be experimental results
concerning the distribution of electrons in NaNO,.

Summary

The effects of scale errors in crystal structure analysis are studied in
detail in the case of the NaNOQ, crystal. A critical analysis of the experi-
mental structure amplitudes, measured by INKINEN [6], is made in order to
find such effects. No significant anomalies could be seen, and the original
suspicion of too high a scale was shown to be groundless.

The accuracy of such control methods turned out to be rather poor,
hardly better than some 3—49, in this case. However, in this particular
case one has reason to believe that the error in the original scale lies below
29%,.

It is shown that our method of analysis [7] makes possible an evaluation
of the contribution of weak, unmeasured reflections in the results, as well as
a reasonable estimation of cut-off errors. Both of them were taken into
account in all considerations. The slight difference between the main
crystallographic directions in fy, was seen to arise only from these errors.

Numerical values are given for the electron number in different regions
of the unit cell. They show, for instance, that there is a somewhat higher
concentration of electrons around the peak corresponding to the Na ion than
what is indicated by the theoretical values.

In the course of the work some minor errors in the previously used values
are rectified.
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