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Preface

These are lecture notes for the course “Introduction to differential geonetry" at the Department of
Mathematics and Statistics at the University of Helsinki.

The material has been compiled from several sources, for example from books [AMR], [Br], [L2],
[MT] and [Wa]. The main source has been the book [L2] by J.M. Lee.

0 Some basic notions in topology

0.1 Topological space

Let X be an arbitrary set and
P(X) = {A : A ⊂ X}

its power set. A collection T ⊂ P(X) is a topology on X if

1. T contains the union of any family of its members:

Uα ∈ T ⇒
⋃

α∈A

Uα ∈ T ,

where A is an arbitrary set of indices;

2. T contains the intersection of any finite family of its members:

U1, . . . , Uk ∈ T ⇒
k⋂

i=1

Ui ∈ T ;

3. ∅ ∈ T , X ∈ T .

The pair (X,T ), or just X for short, is a topological space. The elements of T are called open sets.
A set F ⊂ X is closed if the complement X \ F is an open set.

Example 0.2. 1. Let (X, d) be a metric space. That is d : X × X → R satisfies the axioms of
a metric:

d(x, y) ≥ 0 ∀x, y ∈ X

d(x, y) = 0 ⇐⇒ x = y

d(x, y) = d(y, x) ∀x, y ∈ X

d(x, y) ≤ d(x, z) + d(z, y) ∀x, y, z ∈ X (triangle inequality, △-ineq.).
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Then the metric d defines a (metric) topology Td on X:
U ∈ Td ⇐⇒ ∀x ∈ U ∃r > 0 s.t. B(x, r) = {y ∈ X : d(x, y) < r} ⊂ U.

2. Special case: The Euclidean space Rn equipped with the metric d(x, y) = |x− y|.

3. A topological space (X,T ) is metrizable if ∃ a metric d s.t. T = Td.

A set U is a neighborhood of a point x ∈ X if x ∈ U ∈ T (i.e. U is open and contains x). Fact:
A set A ⊂ X is open ⇐⇒ ∀x ∈ A ∃ a neighborhood U of x s.t. U ⊂ A.

A topological space (X,T ) is Hausdorff if every pair of distinct points has disjoint neighbor-
hoods. (That is, ∀x, y ∈ X, x 6= y, there exist U ∈ T , V ∈ T s.t. x ∈ U, y ∈ V, and U ∩ V = ∅.)

Example 0.3. 1. Every metrizable topological space is Hausdorff. (Exerc.)

2. Example. Identify points (x, 0) and (x, 1) of the set Rn × {0} ∪Rn × {1} whenever x 6= 0. We
obtain a space X that has "two origins". Equip X with a topology by saying that U ⊂ X is
open ⇐⇒ the preimage of U under the identification is open. Then the points a = (0, 0)
and b = (0, 1) have no disjoint neighborhoods and hence X is not Hausdorff.

We say that a sequence (xi), i ∈ N, of points in X converges to a point x ∈ X (denoted by
xi → x) if for every neighborhood U of x there exists i0 ∈ N s.t. xi ∈ U ∀i ≥ i0. Fact: if X is
Hausdorff and xi → x and xi → y then x = y.

Let (X,T ) be a topological space. A family B ⊂ P(X) is a basis for the topology T (or a basis
for X) if

1. B ⊂ T ,

2. every U ∈ T , U 6= ∅, can be written as a union of some elements of B.

Example 0.4. Let (X, d) be a metric space. Then

B = {B(x, r) : x ∈ X, r > 0}

is a basis for Td.

The following notion is important for this course: We say that (X,T ) is N2 ("second countable") if
there exists a countable basis B = {Bi : i ∈ N} for T .

Example 0.5. The Euclidean space Rn equipped with the usual topology is N2. We can choose,
for example, B = {B(q, r) : q ∈ Qn, r ∈ Q+}.

Let X and Y be topological spaces. We say that a mapping f : X → Y is continuous at a point
x ∈ X if for every neighborhood V of f(x) there exists a neighborhood U of x s.t. fU ⊂ V. A
mapping f is continuous in X if it is continuous at every point of X.
Fact: f : X → Y is continuous in X ⇐⇒ the preimage f−1U = {x ∈ X : f(x) ∈ U} is open for
every open U ⊂ Y .

A mapping f : X → Y is a homeomorphism if

1. f has an inverse,

2. f is continuous, and

3. the inverse f−1 is continuous.
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Let X be a set, (Y,T ′) a topological space, and f : X → Y a mapping. Then the collection

T = {f−1U : U ∈ T ′}

is a topology on X (induced by the mapping f). Note: The mapping f is then trivially continuous.
If (X,T ) is a topological space and A ⊂ X, then the topology induced by the inclusion i : A →

X, i(x) = x, is called the relative topology of (X,T ) on A (denoted by T |A). Hence

T |A = {U ∩A : U ∈ T }.

In other words, the set V ⊂ A is open in A (i.e. V ∈ T |A) ⇐⇒ V = U ∩A for some open U ⊂ X
(U ∈ T ).

Both being Hausdorff and N2 are hereditary:
Let (X,T ) be a topological space and A ⊂ X. Then

1. (X,T ) is Hausdorff ⇒ (A,T |A) is Hausdorff,

2. (X,T ) is N2 ⇒ (A,T |A) is N2.

Let (X1,T1), . . . , (Xk,Tk) be topological spaces. Denote

X = X1 ×X2 × · · · ×Xk = {(x1, . . . , xk) : xi ∈ Xi}.

The collection
B = {U1 × U2 × · · · × Uk : Ui ⊂ Xi open}

is a basis of the product topology on X.

Remark 0.6. 1. Let (Xi,Ti), i = 1, . . . , k, be Hausdorff. Then X = X1×X2×· · ·×Xk equipped
with the product topology is Hausdorff.

2. Let (Xi,Ti), i = 1, . . . , k, be topological spaces with countable bases (i.e. each (Xi,Ti) is N2).
Then X = X1 ×X2 × · · · ×Xk with the product topology is N2.

The next result is very useful in many existence results. First we recall:

Definition 0.7. Let (X, d) be a metric space. A sequence (xi), xi ∈ X, is a Cauchy sequence if
∀ε > 0 ∃iε ∈ N s.t. d(xi, xj) < ε whenever i, j ≥ iε. The metric space X is complete if every Cauchy
sequence on X converges.

Theorem 0.8 (Banach fixed point theorem). Let X be a complete metric space and f : X → X a
mapping. Suppose that there exists a constant L ∈ [0, 1[ s.t.

d(f(x), f(y)) ≤ Ld(x, y) ∀ x, y ∈ X.

Then f has a unique fixed point x0 ∈ X, i.e. f(x0) = x0.

Proof. Let y0 ∈ X. Define recursively

yi+1 = f(yi), i = 0, 1, 2, . . .

We see by induction that
d(yi+1, yi) ≤ Lid(y0, y1).
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By the triangle inequality,

d(yi, yj) ≤
(
Li + · · · + Lj−1)d(y0, y1) if i < j.

Since 0 ≤ L < 1, the series
1 + L+ L2 + · · ·

converges, and therefore the remainder term → 0. Hence

Li + Li+1 + · · · + Lj−1 → 0 if i, j → ∞.

It follows that (yi) is a Cauchy sequence. Since X is complete, the sequence (yi) converges, i.e.

yi → x0 ∈ X.

Now

d
(
yi, f(yi)

)
= d

(
f(yi−1), f(yi)

)

≤ L d(yi−1, yi)︸ ︷︷ ︸
≤Li−1d(y0,y1)

≤ Lid(y0, y1).

We obtain

d
(
x0, f(x0)

)
≤ d(x0, yi) + d

(
yi, f(yi)

)
+ d

(
f(yi), f(x0)

)
︸ ︷︷ ︸

≤Ld(yi,x0)

≤ (1 + L)d(x0, yi) + Lid(y0, y1) i→∞
−−−→ 0.

Hence d(x0, f(x0)) = 0, i.e. x0 = f(x0). If x′
0 is another fixed point,

d(x′
0, x0) = d

(
f(x′

0), f(x0)
)

≤ Ld(x′
0, x0),

and since L < 1, we must have x′
0 = x0.

0.9 Topological manifold

Definition 0.10. Let M be a topological space. We say that M is a topological n-manifold, n ∈ N,
if

1. M is Hausdorff,

2. M is second countable (M is N2),

3. every point x ∈ M has a neighborhood that is homeomorphic to an open subset of Rn.

Remark 0.11. 1. The condition 3 means that M is "locally homeomorphic with Rn".

2. Condition 3 ⇐⇒ every x ∈ M has a neighborhood U that is homeomorphic with the open
unit ball Bn(0, 1) = {y ∈ Rn : |y| < 1} (or equivalently with the whole Rn).

3. Fact: If M is both a topological n-manifold and a topological m-manifold, then necessarily
m = n. (We do not prove this. The proof uses algebraic topology (invariance of domain).)
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4. Properties 1 and 2 do not follow from the condition 3. For instance, an uncountable disjoint
union of Rns satisfies the condition 3 but is not N2. On the other hand, the topological
manifold in Example 0.3 satisfies the condition 3 but is not Hausdorff.

Let M be a topological n-manifold. We say that a pair (U,ϕ) is a chart on M if

(a) U ⊂ M is open

(b) ϕ : U → ϕU ⊂ Rn is a homeomorphism and ϕU ⊂ Rn is open.

If, in addition, p ∈ U , then (U,ϕ) is a chart at p.
In what follows we usually denote (U, x), x = (x1, . . . , xn), where x : U → xU ⊂ Rn is a

homeomorphism and x1, x2, . . . , xn are the coordinate functions of x (that is, real-valued functions
xi : U → R).

The standard example of topological n-manifolds is, of course, M = Rn equipped with the
usual topology. Earlier we recalled that Rn is Hausdorff and N2.

The rough idea of a topological n-manifold: The conditions guarantee that M has many good
properties of Rn.
Hausdorff: for instance, the limit of a convergent sequence is unique.
N2: an important property that is needed in partition of unity.

Example 0.12. 1. Every open set U ⊂ Rn, U 6= ∅, is a topological n-manifold. (Hausdorff and
N2 are hereditary).

2. Graphs of continuous functions: Let U ⊂ Rn be open and f : U → Rk continuous. We say
that the graph of f is the following subset of Rn × Rk

Γ(f) = {(x, y) ∈ Rn × Rk : x ∈ U, y = f(x)}

equipped with the relative topology. Then Γ(f) is Hausdorff and N2. Let π1 : Rn × Rk → Rn

be the projection (x, y) 7→ x and ϕf : Γ(f) → U be the restriction

ϕf = π1|Γ(f),

ϕf (x, y) = x, (x, y) ∈ Γ(f).

Since π1 is continuous, then ϕf is continuous (relative topology). In addition, ϕf is a home-
omophism since it has a continuous inverse mapping

ϕ−1
f (x) = (x, f(x)).

Hence Γ(f) is a topological n-manifold (homeomorphic with U).

3. The sphere Sn = {x ∈ Rn+1 : |x| = 1} is a topological n-manifold (relative topology). Reason:
Sn can be covered by open sets that can be represented as graphs of continuous functions
(hence reduces to the previous example). Example Let

U+
n+1 = {(x1, . . . , xn+1) ∈ Sn : xn+1 > 0}.

Now U+
n+1 = Γ(f) = (x, f(x)), where f : Bn → R, f(x) =

√
1 − |x|2. Similarly the other sets

U+
i and U−

i ,

U+
i = {(x1, . . . , xn+1) ∈ Sn : xi > 0}

U−
i = {(x1, . . . , xn+1) ∈ Sn : xi < 0}.
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4. Let Mi be topological ni-manifolds, i = 1, 2, . . . , k. Then

M = M1 ×M2 × · · · ×Mk

is a topological n-manifold, where n = n1 + n2 + · · · + nk. Reason: Earlier we noticed that
M is Hausdorff and N2. If p = (p1, . . . , pk) ∈ M1 × M2 × · · · × Mk, choose charts (Ui, ϕi) in
Mi s.t. pi ∈ Ui, ∀i = 1, . . . , k. The product mapping

ϕ1 × · · · × ϕk : U1 × · · · × Uk → Rn

is a homeomorphism onto its image that is an open subset of Rn. We do the same for all
p ∈ M.
Example: n-torus

T n = S1 × · · · × S1
︸ ︷︷ ︸

n kpl

.

5. Projective space RPn (n-dimensional real projective space) is the set of all 1-dimensional
linear subspaces of Rn+1 (or the set of all lines in Rn+1 passing through the origin). RPn can
be obtained by identifying points x ∈ Sn and −x ∈ Sn. More precisely: define an equivalence
relation on Sn:

x ∼ y ⇐⇒ x = ±y, x, y ∈ Sn.

Then RPn = Sn/∼= {[x] : x ∈ Sn}. Equipping RPn with so-called quotient topology, RPn

becomes a topological n-manifold.

Quotient topology:

Definition 0.13. Let (X,T ) be a topological space, ∼ an equivalence relation on X and π : X →
X/∼ the canonical projection, x 7→ [x]. Then the collection

{U ⊂ X/∼ : π−1U ∈ T }

is called the quotient topology of X/∼.

The set Γ = {(x, x′) ∈ X ×X : x ∼ x′} is the graph of the equivalence relation ∼. We say that
∼ is open (closed) if the projection π : X → X/∼ is an open (closed) mapping.

[Note: Let X and Y be topological spaces. A mapping f : X → Y is open (closed) if the image
fA is open (closed) for every open (closed) A ⊂ X.]

Theorem 0.14. If X/∼ is Hausdorff, then the graph Γ of an equivalence relation ∼ is a closed set
in X ×X. If Γ ⊂ X ×X is closed and ∼ is open, then X/∼ is Hausdorff.

For the proof we need a lemma.

Lemma 0.15. X is Hausdorff ⇐⇒ (the diagonal) ∆X = {(x, x) ∈ X × X : x ∈ X} is closed in
X ×X.

Proof. X Hausdorff ⇐⇒ ∀ p, q ∈ X, p 6= q, ∃ (disjoint) neighborhoods Up ∋ p, Uq ∋ q s.t.
(Up × Uq) ∩ ∆X = ∅ ⇐⇒ (X ×X) \ ∆X open.

Proof of Theorem 0.14. X/∼ Hausdorff ⇒ ∆X/∼ is closed, hence Γ = (π × π)−1(∆X/∼) is
closed. Suppose then that Γ is closed and ∼ is open. If X/∼ is not Hausdorff, ∃ distinct points
[x], [y] ∈ X/∼ such that U[x] ∩ U[y] 6= ∅ for every neighborhoods U[x] ∋ [x], U[y] ∋ [y]. Let Vx, Vy

be arbitrary neighborhoods of x and y. Since ∼ is open, π(Vx), π(Vy) are neighborhoods of [x] and
[y]. Since π(Vx) ∩ π(Vy) 6= ∅, ∃ x′ ∈ Vx, y

′ ∈ Vy s.t. [x′] = [y′], i.e. x′ ∼ y′, so (x′, y′) ∈ Γ. Thus
(x, y) ∈ Γ̄ (every neighborhood of (x, y) intersects with Γ). Since Γ is closed, (x, y) ∈ Γ, so [x] = [y].
We obtained a contradiction, and therefore X/∼ is Hausdorff.
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Theorem 0.16. If X is N2 and ∼ is an open equivalence relation on X, then X/∼ is N2.

Proof Let B = {Bi : i ∈ N} be a countable basis of X. Claim: [B] = {[Bi] : i ∈ N} is a
countable basis of X/∼. (Here [Bi] = πBi, π : X → X/∼ is the canonical projection.) Countability
is clear. Moreover every [Bi] is open because ∼ is open. Let A ⊂ X/∼ be open. Then (by
the definition of quotient topology) π−1A ⊂ X is open, and so π−1A =

⋃
j∈J Bj , J ⊂ N. Thus

A =
⋃

j∈J π(Bj) =
⋃

j∈J [Bj ] and X/∼ is N2.

0.17 Basic properties of a topological manifold

Let us recall the following definitions:
An open cover of a topological space X is a collection

{Vα : α ∈ A}

of open subsets Vα of X s.t. X =
⋃

α Vα. Here A is an arbitrary index set.
A topological space X is compact if every open cover of it has a finite subcover. That is, if

X =
⋃

α Vα, there exist Vα1 , . . . , Vαk
such that X =

⋃k
i=1 Vαi

.
A topological space X is locally compact if every x ∈ X has a neighborhood U whose closure Ū

is compact. We say that a set A ⊂ X is precompact or relatively compact (A ⋐ X) if Ā is compact.
[Recall: Ū = {x ∈ X : U ∩ V 6= ∅ ∀ neighborhoods V of x}]

A topological space space X is connected if 6 ∃ subsets A,B s.t.

1. X = A ∪B

2. A 6= ∅ 6= B

3. A ∩B = ∅

4. A ⊂ X is open, B ⊂ X is open.

In other words, X is connected if it can not be expressed as a union of two disjoint open sets.
A topological space X is path connected if every pair x, y ∈ X can be connected by a path, i.e.

∃ a continuous mapping α : [0, 1] → X (a path) s.t. α(0) = x and α(1) = y.

Note: path connected ⇒ connected, but not conversely.
A topological space X is locally (path) connected at a point x ∈ X if every neighborhood of x

contains a (path) connected neighborhood of x.

Theorem 0.18. A topological n-manifold M is locally compact and locally path connected.

Proof. The claim follows from the conditions 1 and 3 in the definition of a topological n-
manifold and from the corresponding properties of Rn: Let x ∈ M be arbitrary and (U,ϕ) a
chart at x. Since ϕU ⊂ Rn is open and ϕ(x) ∈ ϕU, there exists a ball Bn(ϕ(x), r) ⊂ ϕU. Since
B̄n(ϕ(x), r/2) is compact, the set ϕ−1B̄n(ϕ(x), r/2) is compact and hence closed, because M is
Hausdorff. Thus ϕ−1Bn(ϕ(x), r/2) is a neighborhood of x whose closure is compact. On the other
hand, Bn(ϕ(x), r) is path connected, and therefore ϕ−1Bn(ϕ(x), r) (⊂ U) is a path connected
neighborhood of x.

We need the following lemmata for the existence of a partition of unity:

Lemma 0.19 (Lindelöf). Let X be a topological space with a countable basis and let A ⊂ X. Then
every open cover {Vα : α ∈ A} of A (A ⊂

⋃
α Vα) contains a countable subcover.
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Proof. Let B = {Bi : i ∈ N} be a countable basis of X. For each x ∈ A there exist indices
i ∈ N and α ∈ A s.t. x ∈ Bi ⊂ Vα. Let

B′ = {Bi ∈ B : x ∈ Bi ⊂ Vα, x ∈ A}.

Then B′ is a cover of A. For each Bi ∈ B′ choose one Vα, for which Bi ⊂ Vα, and denote it by Vα(i).
Since B′ is a cover of A and Bi ⊂ Vα(i) ∀Bi ∈ B′, the family {Vα(i)} is a countable cover of A.

Theorem 0.20. Every topological n-manifold M has a countable basis B = {Bi : i ∈ N}, where
every Bi is precompact and homeomorphic with an open ball in Rn. In particular, M is σ-compact
(i.e. a countable union of compact sets).

Proof. (i) For every x ∈ M there exists a chart (U,ϕ) at x, and therefore ”chart neighborhoods"
U form an open cover of M . By Lemma 0.19 there exists a countable cover {Ui : i ∈ N} of M s.t.
(Ui, ϕi) is a chart.
(ii) Denote Ũi = ϕUi (⊂ Rn open) and

B̃i = {Bn(x, r) : x ∈ Qn, r ∈ Q+, B̄
n(x, r) ⊂ Ũi}.

Then every such B̄n(x, r) ⊂ Ũi is compact and B̃i is a countable basis of Ũi. Since ϕi : Ui → Ũi is
a homeomorphism, the family

Bi = {ϕ−1
i B : B ∈ B̃i}

is a countable basis of Ui and every ϕ−1
i B is a compact subset of Ui. Now B =

⋃
i Bi satisfies the

requirements of the theorem. Since M =
⋃

B∈B B and each B is compact, M is σ-compact.

1 Review on differential calculus in Rn

1.1 Differentiability

Definition 1.2. Let G ⊂ Rn be open. A mapping f : G → Rm is differentiable at x ∈ G if there
exists a linear map A(x) ∈ L(Rn,Rm) s.t.

f(x+ h) = f(x) +A(x)h+ |h|ε(x, h),

where ε(x, h) h→0
−−−→ 0. The (unique) linear map A(x) is called the differential of f at x and denoted

by A(x) = f ′(x) = Df(x).

It can be shown that the matrix of f ′(x) (w.r.t. standard bases) is




D1f1(x) · · · Dnf1(x)
...

. . .
...

D1fm(x) · · · Dnfm(x)


 ,

where f = (f1, . . . , fm).

Definition 1.3. A mapping f : G → Rm is continuously differentiable at x0 ∈ G if there exists a
neighborhood U ⊂ G of x0 s.t.

1. f is differentiable at every x ∈ U and

2. f ′ : U → L(Rn,Rm) is continuous at x0.
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Note: Above the topology of L(Rn,Rm) is determined by a norm. Since L(Rn,Rm) is finite
dimensional, all norms determine the same topology.
We use the operator norm |L| = sup{|Lh| : |h| = 1} for linear maps L ∈ L(Rn,Rm).

Fact: A mapping f is continuously differentiable in G ⇐⇒ ∃ continuous partial derivatives
Djfi in G for all i = 1, . . . ,m, j = 1, . . . , n.

In general: Let k ∈ N ∪ {0}. We say that f is k times continuously differentiable in G, denoted
by f ∈ Ck(G), if all partial derivatives

∂|α|fi

∂αx
, i = 1, . . . ,m,

are continuous in G for all multi-indices α = (α1, . . . , αn), with |α| = α1 + · · · + αn ≤ k. Here

∂|α|fi

∂αx
=

∂|α|fi

(∂x1)α1 · · · (∂xn)αn
.

If f ∈ Ck(G) for all k ∈ N, we denote f ∈ C∞(G).

Definition 1.4. Let G ⊂ Rn and V ⊂ Rn be open. A mapping f : G → V is a C∞-diffeomorphism
if f ∈ C∞(G) and ∃f−1 ∈ C∞(V ).

Inverse mapping theorem.

Theorem 1.5 (Inverse mapping theorem). Let G ⊂ Rn be open and f : G → Rn, f ∈ C1(G).
Suppose that at a point a ∈ G

Jf (a) = det f ′(a) 6= 0.

Then there exist neighborhoods U ∋ a, V ∋ f(a), and the inverse mapping g = f−1 : V → U.
Moreover, g ∈ C1(V ) and g′

(
f(x)

)
= f ′(x)−1, x ∈ U.

Recall: det f ′(a) 6= 0 ⇐⇒ the linear map f ′(a) : Rn → Rn is invertible, i.e. the inverse
mapping f ′(a)−1 exists.

We need the following two lemmata for the proof.
Let us denote by GL(n,R) the space of all invertible linear maps A ∈ L(Rn,Rn) (equivalently,

the space of all (real) n× n-matrices A, detA 6= 0).

Lemma 1.6. 1. If A ∈ GL(n,R) and B ∈ L(Rn,Rn) s.t.

|B −A||A−1| < 1,

then B ∈ GL(n,R).

2. GL(n,Rn) is an open subset of L(Rn,Rn) and the map A 7→ A−1 is continuous in GL(n,R).

Proof. Exerc. [see e.g. Rudin [Ru].]

Lemma 1.7 (Mean value theorem). Let G ⊂ Rm be open and J ⊂ G a closed line segment, whose
end points are a and b. Let f : G → Rn be a mapping that is differentiable at every point of J . Then
for every v ∈ Rn there exists xv ∈ J s.t.

v ·
(
f(b) − f(a)

)
= v ·

(
f ′(xv)(b− a)

)
.

In particular, if |f ′(x)| ≤ M for all x ∈ J, then

|f(b) − f(a)| ≤ M |b− a|.
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Proof. Exerc.
Proof of Theorem 1.5. (i) Write L = f ′(a) and choose λ > 0 s.t. 2λ|L−1| = 1. Since f ′ is

continuous at a, there exists a ball U = Bn(a, ε) s.t.

|f ′(x) − L| < λ ∀x ∈ U.

We will prove that f |U is injective. Define, for every y ∈ Rn a mapping ϕ (= ϕy)

(1.8) ϕ(x) = x+ L−1(y − f(x)
)

= x+ L−1(y) − L−1(f(x)
)
, x ∈ G.

We observe: f(x) = y ⇐⇒ ϕ(x) = x.
By the chain rule

ϕ′(x) = I − L−1f ′(x) (I = identity)

= L−1(L− f ′(x)
)
,

hence
|ϕ′(x)| ≤ |L−1|︸ ︷︷ ︸

= 1
2λ

|L− f ′(x)|︸ ︷︷ ︸
<λ

<
1
2
, x ∈ U.

By the mean value theorem (Lemma 1.7)

|ϕ(x2) − ϕ(x1)| ≤
1
2

|x2 − x1|, x1, x2 ∈ U.

Hence ϕ has at most one fixed point in U . [Indeed, if ϕ(x1) = x1 ∈ U and ϕ(x2) = x2 ∈ U , then

|x1 − x2| = |ϕ(x1) − ϕ(x2)| ≤
1
2

|x1 − x2|,

and therefore x1 = x2.] The same holds for every y ∈ Rn, hence f |U is injective.
(ii) Next we will prove that V = fU is open. [Then we have shown that there are neighborhoods

U ∋ a, V ∋ f(a) s.t. f |U : U → V is bijective.]
Let y0 ∈ V. Then y0 = f(x0) for some x0 ∈ U. Let r > 0 be so small that B̄ = B̄n(x0, r) ⊂ U. We
claim that Bn(y0, λr) ⊂ V which then shows that V is open. Fix y ∈ Bn(y0, λr), so |y − y0| < λr.
Let ϕ = ϕy,

ϕ(x) = x+ L−1(y − f(x)
)
.

We have
|ϕ(x0) − x0| = |L−1(y − y0)| ≤ |L−1||y − y0| <

r

2
.

If x ∈ B̄ (⊂ U), then

|ϕ(x) − x0| ≤ |ϕ(x) − ϕ(x0)| + |ϕ(x0) − x0|

≤
1
2

|x− x0| +
r

2
< r,

and so ϕ(x) ∈ Bn(x0, r). Hence

ϕB̄n(x0, r) ⊂ B̄n(x0, r),

|ϕ(x2) − ϕ(x1)| ≤
1
2

|x2 − x1|, ∀x1, x2 ∈ B̄n(x0, r).
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The closed ball B̄n(x0, r) is compact, hence it is complete.
By the Banach fixed point theorem the mapping ϕ has exactly one fixed point x in B̄n(x0, r). Hence
y = f(x) ∈ fB̄n(x0, r) ⊂ fU = V , and consequently V is open. We have shown: ∃ neighborhoods
U ∋ a, V ∋ f(a) s.t. f |U : U → V is bijective.

(iii) Next we prove that the inverse mapping g = (f |U)−1 : V → U is continuously differentiable,
g ∈ C1(V ). Let y ∈ V and y + k ∈ V. Write x = f−1(y) and h = f−1(y + k) − x. Then
x ∈ U, x+ h = f−1(y + k) ∈ U, and f(x+ h) = y + k. If ϕ = ϕy (see (1.8)), then

ϕ(x+ h) = x+ h+ L−1(y − f(x+ h)
)

ϕ(x) = x+ L−1(y − f(x)
)
,

and hence

ϕ(x+ h) − ϕ(x) = h+ L−1(f(x)︸ ︷︷ ︸
=y

− f(x+ h)︸ ︷︷ ︸
y+k

)

= h− L−1k.

It follows that

|h− L−1k| = |ϕ(x+ h) − ϕ(x)| ≤
1
2

|x+ h− x| =
1
2

|h|,

hence
|L−1k| ≥

1
2

|h|,

and therefore

(1.9) |h| ≤ 2|L−1k| ≤ 2|L−1||k| =
|k|

λ
.

Since
|f ′(x) − L||L−1| <

1
2
,

Lemma 1.6 implies that f ′(x) is invertible, i.e. ∃ T = f ′(x)−1. We want to show that g′(y) = T
(recall that g = (f |U)−1 : V → U). Now

g(y + k)︸ ︷︷ ︸
=h+x

− g(y)︸︷︷︸
=x

−Tk = h+ x− x− Tk = h− Tk

= Tf ′(x)h− Tk = −T
(
k − f ′(x)h

)

= −T
(
f(x+ h)︸ ︷︷ ︸

=y+k

− f(x)︸ ︷︷ ︸
=y

−f ′(x)h
)
.

This and the estimate (1.9) imply that

(1.10)
|g(y + k) − g(y) − Tk|

|k|
≤

|T |

λ

|f(x+ h) − f(x) − f ′(x)h|

|h|
.

If k → 0, then h → 0 by (1.9), and consequently the right-hand side of (1.10) tends to 0. Hence
also the left-hand side of (1.10) tends to 0. We obtain

|g(y + k) − g(y) − Tk|

|k|
k→0
−−−→ 0,
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so g is differentiable at y and

(1.11) g′(y) = T = f ′(x)−1 = f ′(g(y)
)−1

, y ∈ V.

Since g is differentiable at every y ∈ V, it is continuous in V . Moreover, f ∈ C1(U) by the
assumption and f ′(x)−1 exists for all x ∈ U, hence f ′ : U → GL(n,R) is continuous. By Lemma
1.6 (b), A 7→ A−1 is continuous in GL(n,R). Combining these and (1.11) we can conclude that

g′ : V → GL(n,R), y 7→ g′(y) = f ′(g(y)
)−1

,

is continuous, that is g ∈ C1(V ).

Remark 1.12. The assumption f ∈ C1(G) was only used at the very end of the proof. If we merely
assume that f is differentiable in G, continuously differentiable at a, and Jf (a) 6= 0, the correspond-
ing inverse mapping g = (f |U)−1 : V → U is differentiable in V and continuously differentiable at
f(a).

Corollary 1.13. If G ⊂ Rn is open, f : G → Rn, f ∈ C1(G) and Jf (x) 6= 0 for all x ∈ G, then f
is an open mapping.

Implicit function theorem. Let us write Rm+n = Rm × Rn, so

t ∈ Rm+n ⇐⇒ t = (t1, . . . , tm+n) = (x1, . . . , xm, y1, . . . , yn)

= (x, y).

Theorem 1.14 (Implicit function theorem). Let G ⊂ Rm+n be open, f : G → Rn, and (x0, y0) ∈ G.
Suppose that

1. f(x0, y0) = 0,

2. f ∈ C1(G),

3. Ju(y0) 6= 0, where u(y) = f(x0, y).

Then there are neighborhoods X ⊂ Rm of x0 and Y ⊂ Rn of y0 with the property that for every
x ∈ X the exists the unique ϕ(x) ∈ Y s.t. f

(
x, ϕ(x)

)
= 0. The mapping ϕ : X → Y is continuously

differentiable in X and ϕ(x0) = y0.

Proof. Define a mapping g : G → Rm+n,

g(x, y) =
(
x, f(x, y)

)
.

Then g(x0, y0) = (x0, 0) and

g1(x, y) = x1, g2(x, y) = x2, . . . gm(x, y) = xm(1.15)

gm+1(x, y) = f1(x, y), gm+2(x, y) = f2(x, y), . . . gm+n(x, y) = fn(x, y).
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We observe that

Jg(x0, y0) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 · · · 0 0 · · · 0
0 · · · 0 0 · · · 0
...

...
...

...
0 · · · 1 0 · · · 0

D1f1(x0, y0) · · · Dmf1(x0, y0) Dm+1f1(x0, y0) · · · Dm+nf1(x0, y0)
...

...
...

...
D1fn(x0, y0) · · · Dmfn(x0, y0) Dm+1fn(x0, y0) · · · Dm+nfn(x0, y0)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣

Dm+1f1(x0, y0) · · · Dm+nf1(x0, y0)
...

...
Dm+1fn(x0, y0) · · · Dm+nfn(x0, y0)

∣∣∣∣∣∣∣

= Ju(y0) 6= 0.

By the inverse mapping theorem there are neighborhoods U ∋ (x0, y0) and V ∋ (x0, 0) s.t.
g|U : U → V is a homeomorphism that has an inverse mapping g∗ = (g|U)−1 : V → U. We may
assume that V = Bm+n

(
(x0, 0), r

)
. By (1.15) we have

g∗
1(x, y) = x1

...

g∗
m(x, y) = xm.

Let us denote h = (g∗
m+1, . . . , g

∗
m+n) : V → Rn and define ϕ : Bm(x0, r) → Rn, ϕ(x) = h(x, 0).

Claim: ϕ is the desired mapping, i.e. f
(
x, ϕ(x)

)
= 0.

Now

(
x, ϕ(x)

)
=
(
x1, . . . , xm, h1(x, 0), . . . , hn(x, 0)

)

=
(
g∗

1(x, 0), . . . , g∗
m(x, 0), g∗

m+1(x, 0), . . . , g∗
m+n(x, 0)

)
= g∗(x, 0),

hence g
(
x, ϕ(x)

)
= g

(
g∗(x, 0)

)
= (x, 0). On the other hand, (x, 0) = g

(
x, ϕ(x)

)
=
(
x, f(x, ϕ(x))

)
,

that implies
f
(
x, ϕ(x)

)
= 0.

Moreover, since f is continuously differentiable, also g is continuously differentiable. By the inverse
mapping theorem, g∗ is continuously differentiable, and hence ϕ is continuously differentiable. Since

(x0, y0) = g∗(x0, 0) =
(
x0, ϕ(x0)

)

we have
ϕ(x0) = y0.

Finally choose neighborhoods X ∋ x0 and Y ∋ y0 s.t.

1. X × Y ⊂ U

2. ϕX ⊂ Y.
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Then, for all x ∈ X, there exists y = ϕ(x) ∈ Y s.t. f(x, y) = 0. It remains to prove the uniqueness.
Suppose that z ∈ Y satisfies the equation f(x, z) = 0, (x, z) ∈ U. Then

g(x, z) =
(
x, f(x, z)

)
= (x, 0) =

(
x, f(x, y)

)
= g(x, y).

Since g|U is injective, we have (x, z) = (x, y), and therefore z = y

Remark 1.16. In the above setting we have

ϕ′(x0) = −
(
u′(y0)

)−1
v′(x0),

where v(x) = f(x, y0).

2 Differentiable manifolds

2.1 Definitions and examples

Let M be a topological n-manifold. Recall that a chart of M is a pair (U, x), where

1. U ⊂ M is open,

2. x : U → xU ⊂ Rn is a homeomorphism, xU ⊂ Rn open.

We say that charts (U, x) and (V, y) are C∞-compatible if U ∩ V = ∅ or

z = y ◦ x−1|x(U ∩ V ) : x(U ∩ V ) → y(U ∩ V )

is a C∞-diffeomorphism.

A C∞-atlas, A, of M is a set of C∞-compatible charts such that

M =
⋃

(U,x)∈A

U.

A C∞-atlas A is maximal if A = B for all C∞-atlases B ⊃ A. That is, (U, x) ∈ A if it is C∞-
compatible with every chart in A.

Lemma 2.2. Let M be a topological manifold. Then

1. every C∞-atlas, A, of M belongs to a unique maximal C∞-atlas (denoted by Ā).

2. C∞-atlases A and B belong to the same maximal C∞-atlas if and only if A∪B is a C∞-atlas.

Proof. Exercise
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Definition 2.3. A differentiable n-manifold (or a smooth n-manifold) is a pair (M,A), where M
is a topological n-manifold and A is a maximal C∞-atlas of M , also called a differentiable structure
of M .

We abbreviate M or Mn and say that M is a C∞-manifold, a differentiable manifold, or a
smooth manifold.

Definition 2.4. Let (Mm,A) and (Nn,B) be C∞-manifolds. We say that a mapping f : M → N
is C∞ (or smooth) if each local representation of f (with respect to A and B) is C∞. More precisely,
if the composition y ◦ f ◦ x−1 is a smooth mapping x(U ∩ f−1V ) → yV for every charts (U, x) ∈ A
and (V, y) ∈ B. We say that f : M → N is a C∞-diffeomorphism if f is C∞ and it has an inverse
f−1 that is C∞, too.

Remark 2.5. Equivalently, f : M → N is C∞ if, for every p ∈ M , there exist charts (U, x) in M
and (V, y) in N such that p ∈ U, fU ⊂ V , and y ◦ f ◦ x−1 is C∞(xU).

Examples 2.6. 1. M = Rn, A = {id}, Ā = canonical structure.

2. M = R, A = {id}, B = {x
h
7→ x3}. Now Ā 6= B̄ since id◦h−1 is not C∞ at the origin. However,

(R, Ā) and (R, B̄) are diffeomorphic by the mapping f : (R, Ā) → (R, B̄), f(y) = y1/3. Note:
f is diffeomorphic with respect to structures Ā and B̄ since id is the local representation of
f .

(R, Ā) (R, B̄)f

id
id

RR

x 7→ x3

3. If M is a differentiable manifold and U ⊂ M is open, then U is a differentiable manifold in a
natural way.

4. Finite dimensional vector spaces. Let V be an n-dimensional (real) vector space. Every norm
on V determines a topology on V . This topology is independent of the choice of the norm
since any two norms on V are equivalent (V finite dimensional). Let E1, . . . , En be a basis of
V and E : Rn → V the isomorphism

E(x) =
n∑

i=1

x1Ei, x = (x1, . . . , xn).
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Then E is a homeomorphism (V equipped with the norm topology) and the (global) chart
(V,E−1) determines a smooth structure on V . Furthermore, these smooth structures are
independent of the choice of the basis E1, . . . , En.

5. Matrices. Let M(n × m,R) be the set of all (real) n × m-matrices. It is a nm-dimensional
vector space and thus it is a smooth nm-manifold. A matrix A = (aij) ∈ M(n × m,R), i =
1, . . . , n, j = 1, . . . ,m

A =




a11 a12 · · · a1m

a21 a22 · · · a2m
...

...
...

an1 an2 · · · anm




can be identified in a natural way with the point

(a11, a12, . . . , a1m, a21, . . . , a2m, . . . , an1, . . . , anm) ∈ Rnm

giving a global chart. If n = m, we abbreviate M(n,R).

6. GL(n,R) = general linear group

= {L : Rn → Rn linear isomorphism}

= {A = (aij) : invertible (non-singular) n× n-matrix}

= {A = (aij) : detA 6= 0}.

[Note: an n× n-matrix A is invertible (or non-singular) if it has an inverse matrix A−1.]

By the identification above, we may interprete GL(n,R) ⊂ M(n,R) = Rn2
. Equip M(n,R)

with the relative topology (induced by the inclusion GL(n,R) ⊂ M(n,R) = Rn2
). Now the

mapping det: M(n,R) → R is continuous (a polynomial of aij of degree n), and therefore
G(n,R) ⊂ Rn2

is open (as a preimage of an open set R \ {0} under a continuous mapping).

7. Sphere Sn = {p ∈ Rn+1 : |p| = 1}. Let e1, . . . , en+1 be the standard basis of Rn+1, let

ϕ : Sn \ {en+1} → Rn

ψ : Sn \ {−en+1} → Rn

be the stereographic projections, and A = {ϕ,ψ}. Details are left as an exercise.

Rn+1

en+1

−en+1

Rn = Rn × {0}

p

ϕ(p)

ψ(p)
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8. Projective space RPn. The real n-dimensional projective space RPn is the set of all 1-
dimensional linear subspaces of Rn+1, i.e. the set of all lines in Rn+1 passing through the
origin. It can also be obtained by identifying points x ∈ Sn and −x ∈ Sn. More precisely,
define an equivalence relation

x ∼ y ⇐⇒ x = ±y, x, y ∈ Sn.

Then RPn = Sn/∼= {[x] : x ∈ Sn}. Equip RPn with so called quotient topology to obtain
RPn as a topological n-manifold. Details are left as an exercise.

9. Product manifolds. Let (M,A) and (N,B) be differentiable manifolds and let p1 : M×N → M
and p2 : M ×N → N be the projections. Then

C =
{(
U × V, (x ◦ p1, y ◦ p2)

)
: (U, x) ∈ A, (V, y) ∈ B}

is a C∞-atlas on M ×N . Example

(a) Cylinder R1 × S1

(b) Torus S1 × S1 = T 2.

10. Lie groups. A Lie group is a group G which is also a differentiable manifold such that the
group operations are C∞, i.e.

(g, h) 7→ gh−1

is a C∞-mapping G×G → G. For example, GL(n,R) is a Lie group with composition as the
group operation.

Remark 2.7. 1. Replacing C∞ by, for example, Ck, Cω (= real analytic), or complex analytic
(in which case, n = 2m) we may equip M with other structures.

2. There are topological n-manifolds that do not admit differentiable structures. (Kervaire,
n = 10, in the 60’s; Freedman, Donaldson, n = 4, in the 80’s). The Euclidean space Rn

equipped with an arbitrary atlas is diffeomorphic to the canonical structure whenever n 6= 4
(”Exotic“ structures of R4 were found not until in the 80’s).

2.8 Tangent space

Let M be a differentiable manifold, p ∈ M, and γ : I → M a C∞-path such that γ(t) = p for some
t ∈ I, where I ⊂ R is an open interval.

I

t

γ

U

p
f
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Write
C∞(p) = {f : U → R | f ∈ C∞(U), U some neighborhood of p}.

Note: Here U may depend on f, therefore we write C∞(p) instead of C∞(U).
Now the path γ defines a mapping γ̇t : C∞(p) → R,

γ̇tf = (f ◦ γ)′(t).

Note: The real-valued function f ◦ γ is defined on some neighborhood of t ∈ I and (f ◦ γ)′(t) is its
usual derivative at t.

Interpretation: We may interprete γ̇tf as ”a derivative of f in the direction of γ at the point
p“.

Example 2.9. M = Rn

If γ = (γ1, . . . , γn) : I → Rn is a smooth path and γ′(t) =
(
γ′

1(t), . . . , γ′
n(t)

)
∈ Rn is the derivative

of γ at t, then
γ̇tf = (f ◦ γ)′(t) = f ′(p)γ′(t) = γ′(t) · ∇f(p).

γ
p γ′(t)

t

In general: The mapping γ̇t satisfies:
Suppose f, g ∈ C∞(p) and a, b ∈ R. Then

a) γ̇t(af + bg) = aγ̇tf + bγ̇tg,

b) γ̇t(fg) = g(p)γ̇tf + f(p)γ̇tg.

We say that γ̇t is a derivation.
Motivated by the discussion above we define:

Definition 2.10. A tangent vector of M at p ∈ M is a mapping v : C∞(p) → R that satisfies:

(1) v(af + bg) = av(f) + bv(g), f, g ∈ C∞(p), a, b ∈ R;

(2) v(fg) = g(p)v(f) + f(p)v(g) (cf. the ”Leibniz rule“).

The tangent space at p is the (R−)linear vector space of tangent vector at p, denoted by TpM or
Mp.

Remarks 2.11. 1. If v,w ∈ TpM and c, d ∈ R, then cv + dw is (of course) the mapping
(av + bw) : C∞(p) → R,

(cv + dw)(f) = cv(f) + dw(f).

It is easy to see that cv + dw is a tangent vector at p.

2. We abbreviate vf = v(f).



Introduction to differential geometry 21

3. Claim: If v ∈ TpM and c ∈ C∞(p) is a constant function, then vc = 0. (Exerc.)

4. Let U be a neighborhood of p interpreted as a differentiable manifold itself. Since we use
functions in C∞(p) in the definition of TpM , the spaces TpM and TpU can be identified in a
natural way.

Let (U, x), x = (x1, x2, . . . , xn), be a chart at p. We define a tangent vector (so-called coordinate
vector)

(
∂

∂xi

)
p

at p by setting

(
∂

∂xi

)

p

f = Di
(
f ◦ x−1)(x(p)

)
, f ∈ C∞(p).

Here Di is the partial derivative with respect to ith variable. We also denote

(∂i)p = Dxi
(p) =

(
∂

∂xi

)

p

.

U

M

TpM

p

f

(
∂

∂xi

)
p x

f ◦ x−1

ei

Rn

x(p)

Remarks 2.12. 1. It is easy to see that (∂i)p is a tangent vector at p.

2. If (U, x), x = (x1, . . . , xn), is a chart at p, then (∂i)px
j = δij .

Next theorem shows (among others) that TpM is n-dimensional.

Lemma 2.13. If f ∈ Ck(B), k ≥ 1, is a real-valued function in a ball B = Bn(0, r) ⊂ Rn, then
there exist functions gi ∈ Ck−1(B), i = 1, . . . , n, such that gi(0) = Dif(0) and

f(y) − f(0) =
n∑

i=1

yigi(y)

for all y = (y1, . . . , yn) ∈ B.
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Proof. For y ∈ B we have

f(y) − f(0) = f(y) − f(y1, . . . , yn−1, 0)

+ f(y1, . . . , yn−1, 0) − f(y1, . . . , yn−2, 0, 0)

+ f(y1, . . . , yn−2, 0, 0) − f(y1, . . . , yn−3, 0, 0
...

+ f(y1, 0, . . . , 0) − f(0)

=
n∑

i=1

/ 1

0
f(y1, . . . , yi−1, tyi, 0, . . . , 0)

=
n∑

i=1

∫ 1

0

d

dt

(
f(y1, . . . , yi−1, tyi, 0, . . . , 0)

)
dt

=
n∑

i=1

∫ 1

0
Dif(y1, . . . , yi−1, tyi, 0, . . . , 0)yidt

=
n∑

i=1

yi

∫ 1

0
Dif(y1, . . . , yi−1, tyi, 0, . . . , 0)dt.

Define

gi(y) =
∫ 1

0
Dif(y1, . . . , yi−1, tyi, 0, . . . , 0)dt.

Then gi ∈ Ck−1(B) (since f ∈ Ck(B)) and gi(0) = Dif(0).

Theorem 2.14. If (U, x), x = (x1, . . . , xn), is a chart at p and v ∈ TpM, then

v =
n∑

i=1

vxi(∂i)p.

Furthermore, the vectors (∂i)p, i = 1, . . . , n, form a basis of TpM and hence dim TpM = n.

Proof. For u ∈ U we write x(u) = y = (y1, . . . , yn) ∈ Rn, so xi(u) = yi. We may assume that
x(p) = 0 ∈ Rn. Let f ∈ C∞(p). Since f ◦ x−1 is C∞, there exist (by Lemma 2.13) a ball B =
Bn(0, r) ⊂ xU and functions gi ∈ C∞(B) such that

(
f ◦ x−1)(y) =

(
f ◦ x−1)(0) +

n∑

i=1

yigi(y) ∀y ∈ B

and gi(0) = Di

(
f ◦ x−1)(0) = (∂i)pf. Thus

f(u) = f(p) +
n∑

i=1

xi(u)hi(u),

where hi = gi ◦ x and
hi(p) = gi(0) = (∂i)pf.

Hence

vf = v
(
f(p)

)
︸ ︷︷ ︸

=0

+
n∑

i=1

xi(p)︸ ︷︷ ︸
=0

vhi +
n∑

i=1

(vxi)hi(p)

=
n∑

i=1

vxi(∂i)pf.
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This holds for every f ∈ C∞(p), and therefore

v =
n∑

i=1

vxi(∂i)p.

Hence the vectors (∂i)p, i = 1, . . . , n, span TpM . To prove the linear independence of these vectors,
suppose that

w =
n∑

i=1

bi(∂i)p = 0.

Then

0 = wxj =
n∑

i=1

bi (∂i)px
j

︸ ︷︷ ︸
=δij

= bj

for all j = 1, . . . , n,, and so vectors (∂i)p, i = 1, . . . , n, are linearly independent.

Remark 2.15. Our definition for tangent vectors is useful only for C∞-manifolds. Reason: If M
is a Ck-manifold, then the functions hi in the proof of Theorem 2.14 are not necessarily Ck-smooth
(only Ck−1-smoothness is granted).

Another definition that works also for Ck-manifolds, k ≥ 1, is the following: Let M be a Ck-
manifold and p ∈ M. Let γi : Ii → M be C1-paths, 0 ∈ Ii ⊂ R open intervals, and γi(0) = p, i = 1, 2.
Define an equivalence relation γ1 ∼ γ2 ⇐⇒ for every chart (U, x) at p we have

(
x ◦ γ1

)′
(0) =

(
x ◦ γ2

)′
(0)

Def.: Equivalence classes = tangent vectors at p. In the case of a C∞-manifold this definition
coincides with the earlier one ([γ] = γ̇0).

(x ◦ γi)′(0)

γi

γ1

γ2

x

U

x ◦ γi

p

0

x(p)
Rn

2.16 Tangent map

Definition 2.17. Let Mm and Nn be differentiable manifolds and let f : M → N be a C∞ map.
The tangent map of f at p is a linear map f∗ : TpM → Tf(p)N defined by

(f∗v)g = v(g ◦ f), ∀g ∈ C∞(f(p)
)
, v ∈ TpM.

We also write f∗p or Tpf.

Remarks 2.18. 1. It is easily seen that f∗v is a tangent vector at f(p) for all v ∈ TpM and
that f∗ is linear.

2. If M = Rm and N = Rn, then f∗p = f ′(p) (see the canonical identification TpR
n = Rn below).
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3. ”Chain rule“: Let M, N, and L be differentiable manifolds and let f : M → N and g : N → L
be C∞-maps. Then

(g ◦ f)∗p = g∗f(p) ◦ f∗p

for all p ∈ M . (Exerc.)

4. An interpretation of a tangent map using paths:
Let v ∈ TpM and let γ : I → M be a C∞-path such that γ(0) = p and γ̇0 = v. Let f : M → N
be a C∞-map and α = f ◦ γ : I → N. Then f∗v = α̇0. (Exerc.)

p

γ

f

f∗

M

TpM
Tf(p)N

N

f(p)

α = f ◦ γ

α̇0

γ̇0

I
0

Let x = (x1, . . . , xm) be a chart at p ∈ Mm and y = (y1, . . . , yn) a chart at f(p) ∈ Nn. What
is the matrix of f∗ : TpM → Tf(p)N with respect to bases

( ∂
∂xi

)
p
, i = 1, . . . ,m, and

( ∂
∂yj

)
f(p), j =

1, . . . , n,? By Theorem 2.14,

f∗

(
∂

∂xj

)

p

=
n∑

i=1

f∗

(
∂

∂xj

)

p

yi
(
∂

∂yi

)

f(p)
, 1 ≤ j ≤ m.

Thus we obtain an n×m matrix (aij),

aij = f∗

(
∂

∂xj

)

p

yi =
∂

∂xj
(yi ◦ f).

This is called the Jacobian matrix of f at p (with respect to given bases). As a matrix it is the
same as the matrix of the linear map g′

(
x(p)

)
, g = y ◦ f ◦ x−1, with respect to standard bases of

Rm and Rn.
Recall that f : Mm → Nn is a diffeomorphism if f and its inverse f−1 are C∞. A mapping

f : M → N is a local diffeomorphism at p ∈ M if there are neighborhoods U of p and V of f(p)
such that f : U → V is a diffeomorphism.
Note: Then necessarily m = n. (Exerc.)

Theorem 2.19. Let f : M → N be C∞ and p ∈ M. Then f is a local diffeomorphism at p if and
only if f∗ : TpM → Tf(p)N is an isomorphism.

Proof. Apply the inverse function theorem (of Rn). Details are omitted,

Tangent space of an n-dimensional vector space. Let V be an n-dimensional (real) vector
space. Recall that any (linear) isomorphism x : V → Rn induces the same C∞-structure on V . We
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may identify V and TpV in a natural way for any p ∈ V : If p ∈ V, then there exists a canonical
isomorphism i : V → TpV. Indeed, let v ∈ V and γ : R → V the path

γ(t) = p+ tv.

We set
i(v) = γ̇0.

R

γ

0

p
v

Example: V = Rn, TpR
n ∼= Rn canonically.

If f : M → R is C∞ and p ∈ M, we define the differential of f , df : TpM → R, by setting

dfv = vf, v ∈ TpM.

(Also denoted by dfp.)
By the isomorphism i : R → Tf(p)R as above, we obtain df = i−1 ◦ f∗. Usually we identify df = f∗.
Note: Since df : TpM → R is linear, df ∈ TpM

∗ (= the dual of TpM).

TpM

R

Tf(p)R

f∗

df

i

Tangent space of a product manifold. Let M and N be differentiable manifolds and let

π1 : M ×N → M,

π2 : M ×N → N

be the projections. Using these projections we may identify T(p,q)(M × N) and TpM ⊕ TqN in a
natural way: Define a canonical isomorphism

τ : T(p,q)(M ×N) → TpM ⊕ TqN,

τv = π1∗v︸ ︷︷ ︸
∈TpM

+ π2∗v︸ ︷︷ ︸
∈TpN

, v ∈ T(p,q)(M ×N).

Example: M = R, N = S1
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S

R

v

π1

π2

π1∗v

π2∗v

(p, q)

p

q

Let f : M ×N → L be a C∞-mapping, where L is a differentiable manifold. For every (p, q) ∈
M ×N we define mappings

fp : N → L, f q : M → L,

fp(q) = f q(p) = f(p, q).

Thus, for v ∈ TpM and w ∈ TqN, we have

f∗(v + w) = (f q)∗v + (fp)∗w. (Exerc.)

2.20 Tangent bundle

Let M be a differentiable manifold. We define the tangent bundle TM over M as a disjoint union
of all tangent spaces of M , i.e.

TM =
⊔

p∈M

TpM.

Points in TM are thus pairs (p, v), where p ∈ M and v ∈ TpM. We usually abbreviate v = (p, v),
because the condition v ∈ TpM determines p ∈ M uniquely.

Let π : TM → M be the projection

π(v) = p, if v ∈ TpM.

The tangent bundle TM has a canonical structure of a differentiable manifold.

Theorem 2.21. Let M be a differentiable n-manifold. The tangent bundle TM over M can
be equipped with a natural topology and a C∞-structure of a smooth 2n-manifold such that the
projection π : TM → M is smooth.

Proof. (Idea): Let (U, x), x = (x1, . . . , xn), be a chart on M . Define a one-to-one mapping

x̄ : TU → xU × Rn ⊂ Rn × Rn = R2n

as follows. [Here TU =
⊔

p∈U TpU =
⊔

p∈U TpM.] If p ∈ U and v ∈ Tp, we set

x̄(v) =
(
x1(p), . . . , xn(p)︸ ︷︷ ︸

∈Rn

, vx1, . . . , vxn

︸ ︷︷ ︸
∈Rn

)

U xU

xU × Rnx̄

TU

p

TpM

x
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First we transport the topology of Rn × Rn into TM by using maps x̄ and then we verify that
pairs (TU, x̄) form an atlas of TM . We obtain a C∞-structure for TM . [Details are left as an
exercise.]

In the sequel the tangent bundle over M means TM equipped with this C∞-structure. It is an
example of a vector bundle over M .

Let π : TM → M be the projection (π(v) = p for v ∈ TpM). Then π−1(p) = TpM is a fibre over
p. If A ⊂ M, then a map s : A → TM, with π ◦ s = id, is a section of TM in A (or a vector field).

Smooth vector bundles. Let M be a differentiable manifold. A smooth vector bundle of rank
k over M is a pair (E, π), where E is a smooth manifold and π : E → M is a smooth surjective
mapping (projection) such that:

(a) for every p ∈ M, the set Ep = π−1(p) ⊂ E is a k-dimensional real vector space (= a fiber of
E over p);

(b) for every p ∈ M there exist a neighborhood U ∋ p and a diffeomorphism ϕ : π−1U → U × Rk

(= local trivialization of E over U) such that the following diagram commutes

ϕ
ϕ

UU

U

π−1U

π−1U

π

π

π1

π1

U × Rk

U × Rk

id

[above π1 : U×Rk → U is the projection] and that ϕ|Eq : Eq → {q}×Rk is a linear isomorphism
for every q ∈ U.

The manifold E is called the total space and M is called the base of the bundle. If there exists
a local trivialization of E over the whole manifold M , ϕ : π−1M → M × Rk, then E is a trivial
bundle.

A section of E is any map σ : M → E such that π ◦ σ = id : M → M. A smooth section is a
section that is smooth as a map σ : M → E (note that M and E are smooth manifolds). Zero
section is a map ζ : M → E such that

ζ(p) = 0 ∈ Ep ∀p ∈ M.

A local frame of E over an open set U ⊂ M is a k-tuple (σ1, . . . , σk), where each σi is a smooth
section of E (over U) such that

(
σ1(p), σ2(p), . . . , σk(p)

)
is a basis of Ep for all p ∈ U. If U = M,

(σ1, . . . , σk) is called a global frame.

2.22 Submanifolds

Definition 2.23. Let M and N be differentiable manifolds and f : M → N a C∞-map. We say
that :

1. f is a submersion if f∗p : TpM → Tf(p)N is surjective ∀p ∈ M.
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2. f is an immersion if f∗p : TpM → Tf(p)N is injective ∀p ∈ M.

3. f is an embedding if f is an immersion and f : M → fM is a homeomorphism (note relative
topology in fM).

If M ⊂ N and the inclusion i : M →֒ N, i(p) = p, is an embedding, we say that M is a submanifold
of N .

Remark 2.24. If f : Mm → Nn is an immersion, then m ≤ n and n−m is the codimension of f .

Examples 2.25. (a) If M1, . . . ,Mk are smooth manifolds, then all projections πi : M1 × · · · ×
Mk → Mi are submersions.

(b) (M = R, N = R2) α : R → R2, α(t) = (t, |t|) is not differentiable at t = 0.

0

α

(c) α : R → R2, α(t) = (t3, t2) is C∞ but not an immersion since α′(0) = 0.

0

α

(d) α : R → R2, α(t) = (t3 − 4t, t2 − 4) is C∞ and an immersion but not an embedding (α(±2) =
(0, 0)).

α

(e) The map α (in the picture below) has an inverse but it is not an embedding since the inverse
in not continuous (in the relative topology of the image).

α
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(f) The following α is an embedding.

α

Remark 2.26. The notion of a submanifold has different meanings in the literature. For instance,
Bishop-Crittenden [BC] allows the case (e) in the definition of a submanifold.

Theorem 2.27. Let f : Mm → Nn be an immersion. Then each point p ∈ Mm has a neighborhood
U such that f |U : U → Nn is an embedding.

Proof. Fix p ∈ M. We have to find a neighborhood U ∋ p such that f |U : U → fU is a homeomor-
phism when fU is equipped with the relative topology. Let (U1, x) and (V1, y) be charts at points
p and f(p), respectively, such that fU1 ⊂ V1, x(p) = 0 (∈ Rm), and y

(
f(p)

)
= 0 (∈ Rn). Write

f̃ = y ◦ f ◦ x−1, f̃ = (f̃1, . . . , f̃n). Since f is an immersion, f̃ ′(0) : Rm → Rn is injective. We may
assume that f̃ ′(0)Rm = Rm ⊂ Rm × Rk, k = n − m (otherwise, apply a rotation in Rn). Then
det f̃ ′(0) 6= 0, when f̃ ′(0) is interpreted as a linear map Rm → Rm. Define a mapping

ϕ : xU1 × Rk → Rn,

ϕ(x̃, t) =
(
f̃1(x̃), f̃2(x̃), . . . , f̃m(x̃), f̃m+1(x̃) + t1, . . . , f̃m+k(x̃) + tk)

)
,

x̃ ∈ xU1, t = (t1, . . . , tk) ∈ Rk.

The matrix of ϕ′(0, 0): Rm+k → Rm+k is

(
∂f̃i(0)

∂x̃j
0

∗ Ik

)
,

and therefore detϕ′(0, 0) = det f̃ ′(0) 6= 0. By the inverse mapping theorem, there are neighborhoods
0 ∈ W1 ⊂ xU1 × Rk and 0 ∈ W2 ⊂ Rn such that ϕ|W1 : W1 → W2 is a diffeomorphism. Write
Ũ = W1 ∩ xU1 and U = x−1Ũ (⊂ U1). Since ϕ|xU1 × {0} = f̃ , we have ϕ|Ũ = f̃ . In particular,
f |U : U → fU is a homeomorphism, when fU is equipped with the relative topology.

p

f
U1

V1

fM

ϕ

f̃

xU1 ⊂ Rm

W1

M
x

y

0 W2

xU1 × Rk
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Example 2.28. Let f : Rn+1 → R be a C∞-function such that ∇f(p) =
(
D1f(p), . . . ,Dn+1f(p)

)
6=

0 for every p ∈ M = {x ∈ Rn+1 : f(x) = 0} 6= ∅. Then M is an n dimensional submanifold of Rn+1.
Proof of the claim above. (Idea): Let p ∈ M be arbitrary. Applying a transformation and a

rotation if necessary we may assume that p = 0 and

∇f(0) =
(
0, . . . , 0,

∂f

∂xn+1
(0)
)
.

Then ∂f
∂xn+1

(0) 6= 0. Define a mapping ϕ : Rn+1 → Rn+1,

ϕ(x) =
(
x1, . . . , xn, f(x)

)
, x = (x1, . . . , xn, xn+1).

Then

detϕ′(0) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 0 · · · · · · · · · 0
0 1 0 · · · · · · 0
...

...
...

...
0 · · · · · · 0 1 0
0 · · · · · · · · · 0 ∂f

∂xn+1
(0)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

=
∂f

∂xn+1
(0) 6= 0.

By the inverse mapping theorem, there exist neighborhoods Q ∋ p and W ∋ ϕ(0) = (0, 0) ∈ Rn ×R

such that ϕ : Q → W is a diffeomorphism.

ϕ

Q

W
I

K

R

Rn

MV

M ∩ V = U

Choose an open set K ⊂ Rn, 0 ∈ K, and an open interval I ⊂ R, 0 ∈ I, such that K × I ⊂ W.
Let V = ϕ−1(K × I) ∩Q and U = V ∩M. Then ϕ : V → K × I is a diffeomorphism. Let y = ϕ|U.
Repeat the above for all p ∈ M and conclude that pairs (U, y) form a C∞-atlas of M . Since the
inclusion i : M →֒ Rn+1 satisfies

i|U = y−1 ◦ ϕ|U,

i is an embedding.

2.29 Orientation

Definition 2.30. A smooth manifold M is orientable if it admits a smooth atlas {(Uα, xα)} such
that for every α and β, with Uα ∩Uβ = W 6= ∅, the Jacobian determinant of xβ ◦x−1

α is positive at
each point q ∈ xαW, i.e.

(2.31) det
(
xβ ◦ x−1

α

)′
(q) > 0, ∀q ∈ xαW.
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Uα

Uβ

xα xβ

W

xβ ◦ x−1
α

In the opposite case M is nonorientable. If M is orientable, then an atlas satisfying (2.31) is called
an orientation of M . Furthermore, M (equipped with such atlas) is said to be oriented. We say
that two atlases satisfying (2.31) determine the same orientation if their union satisfies (2.31), too.

Remarks 2.32. 1. Warning: The notion of a smooth structure has different meanings in the
literature (e.g. do Carmo [Ca2]). What goes wrong if we define orientability by saying: ”M
is orientable if it admits a C∞-structure such that (2.31) holds?“ (Exerc.)

2. An is orientable and connected smooth manifold has exactly two distinct orientations. (Ex-
erc.)

3. If M and N are smooth manifolds and f : M → N is a diffeomorphism, then

M is orientable ⇐⇒ N is orientable.

4. Let M and N be connected oriented smooth manifolds and f : M → N a diffeomorphism.
Then f induces an orientation on N . If the induced orientation of N is the same as the initial
one, we say that f is sense-preserving (or f preserves the orientation). Otherwise, f is called
sense-reversing (or f reverses the orientation).

Examples 2.33. 1. Suppose that there exists an atlas {(U, x), (V, y)} of M such that U ∩ V is
connected. Then M is orientable.
Proof. The mapping y ◦ x−1 : x(U ∩ V ) → y(U ∩ V ) is diffeomorphic, so

det
(
y ◦ x−1)′(q) 6= 0 ∀q ∈ x(U ∩ V ).

Since q 7→ det
(
y ◦ x−1)′(q) is continuous and x(U ∩ V ) is connected, the determinant can not

change its sign. If the sign is positive, we are done. If the sign is negative, replace the chart
(V, y), y = (y1, . . . , yn), by a chart (V, ỹ), ỹ = (−y1, y2, . . . , yn). Then the atlas {(U, x), (V, ỹ)}
satisfies (2.31).

2. In particular, the sphere Sn is orientable.

3 Vector fields and their flows

3.1 Vector fields

Let M be a differentiable manifold and A ⊂ M . Recall that a mapping X : A → TM such that
X(p) ∈ TpM for all p ∈ M is called a vector field in A. We usually write Xp = X(p). If A ⊂ M
is open and X : A → TM is a C∞-vector field, we write X ∈ T (A). Clearly T (A) is a real vector
space, where addition and multiplication by a scalar are defined pointwise: If X,Y ∈ T (A) and
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a, b ∈ R, then aX + bY, p 7→ aXp + bYp, is a smooth vector field. Furthermore, a vector field
V ∈ T (A) can be multiplied by a smooth (real-valued) function f ∈ C∞(A) producing a smooth
vector field fV, p 7→ f(p)Vp.

Let M be a differentiable n-manifold and A ⊂ M open. We say that vector fields V 1, . . . , V n

in A form a local frame (or a frame in A) if the vectors V 1
p , . . . , V

n
p form a basis of TpM for every

p ∈ A. In the case A = M we say that vector fields V 1, . . . , V n form a global frame. Furthermore,
M is called parallelizable if it admits a smooth global frame. This is equivalent to TM being a
trivial bundle.1

Definition 3.2. (Einstein summation convention) If in a term the same index appears twice, both
as upper and a lower index, that term is assumed to be summed over all possible values of that
index (usually from 1 to the dimension).

Example:

vi∂i =
n∑

i=1

vi∂i,

gijdx
idxj =

n∑

i,j=1

gijdx
idxj .

Let (U, x), x = (x1, . . . , xn), be a chart and (∂i)p =
(

∂
∂xi

)
p
, i = 1, . . . , n, the corresponding

coordinate vectors at p ∈ U. Then the mappings

∂i : U → TM, p 7→ (∂i)p =
(
∂

∂xi

)

p

,

are vector fields in U , so-called coordinate vector fields. Since the vector fields ∂i form a frame,
so-called coordinate frame, in U , we can write any vector field V in U as

Vp = vi(p)(∂i)p, p ∈ U,

where vi : U → R. Functions vi are called the component functions of V with respect to (U, x).

Lemma 3.3. Let V be a vector field on M .Then the following are equivalent:

(a) V ∈ T (M);

(b) the component functions of V with respect to any chart are smooth;

(c) If U ⊂ M is open and f : U → R is smooth, then the function V f : U → R, (V f)(p) = Vpf ,
is smooth.

Proof. Exercise.

Remark 3.4. In particular, coordinate vector fields are smooth by (b).

Suppose that A ⊂ M is open and V,W ∈ T (A). If f ∈ C∞(p), where p ∈ A, then V f ∈ C∞(p)
and thus Wp(V f) ∈ R (= ”the derivative of V f in the direction of Wp“). The function A → R, p 7→
Wp(V f), is denoted by WV f . Thus (WV f)(p) = Wp(V f). We also denote (WV )pf = Wp(V f).

1Every Lie group is parallelizable; S1, S3, and S7 are the only parallelizable spheres; RP 1, RP 3, and RP 7 are the

only parallelizable projective spaces; a product Sn
×Sm is parallelizable if at least one of the numbers n > 0 or m > 0

is odd.



Introduction to differential geometry 33

Remark 3.5. (WV )p is not a derivation, so (WV )p 6∈ Tp(M), in general. Reason: Leibniz’s rule
(2) does not hold (choose f = g).

Definition 3.6. Suppose that A ⊂ M is open and V,W ∈ T (A). We define the Lie bracket of V
and W by setting

[V,W ]pf = Vp(Wf) −Wp(V f), p ∈ A, f ∈ C∞(p).

Theorem 3.7. Let A ⊂ M be open and V,W ∈ T (A). Then

(a) [V,W ]p ∈ TpM ;

(b) [V,W ] ∈ T (A) and it satisfies

(3.8) [V,W ]f = V (Wf) −W (V f), f ∈ C∞(A);

(c) if vi and wi are the component functions of vector fields V and W , respectively, with respect
to a chart x = (x1, . . . , xn), then

(3.9) [V,W ] =
(
vi∂iw

j − wi∂iv
j
)
∂j .

Note: The formula (3.9) can be written as

[V,W ] =
(
V wj −Wvj

)
∂j .

Proof. (a) We have to prove that [V,W ]p satisfies conditions (1) and (2) in the definition of a
tangent vector.
Condition (1) is clear.
Condition (2): Let f, g ∈ C∞(p). Then

[V,W ]p(fg) = Vp
(
W (fg)

)
−Wp

(
V (fg)

)

= Vp
(
fWg + gWf

)
−Wp

(
fV g + gV f

)

= f(p)Vp(Wg) + (Wpg)(Vpf) + g(p)Vp(Wf) + (Wpf)(Vpg)

− f(p)Wp(V g) − (Vpg)(Wpf) − g(p)Wp(V f) − (Vpf)(Wpg)

= f(p)
(
Vp(Wg) −Wp(V g)

)
+ g(p)

(
Vp(Wf) −Wp(V f)

)

= f(p)[V,W ]pg + g(p)[V,W ]pf.

(b) Formula (3.8) follows immediately from the definition of a Lie bracket. Let f ∈ C∞(A). Now
functions Wf, V f, V (Wf), and W (V f) are smooth by Lemma 3.3 (c) since V,W ∈ T (A).
Hence also [V,W ]f = V (Wf) −W (V f) is a smooth function and therefore [V,W ] ∈ T (A).

(c) If V = vi∂i, W = wj∂j , and f is smooth, we obtain by a direct computation that

[V,W ]f = V (Wf) −W (V f) = vi∂i(w
j∂jf) − wj∂j(vi∂if)

= vi(∂iw
j)(∂jf) + viwj∂i(∂jf) − wj(∂jv

i)(∂if) − wjvi∂j(∂if)

= vi(∂iw
j)(∂jf) − wj(∂jv

i)(∂if).

In the last step we used the fact that ∂j(∂if) = ∂i(∂jf) for a smooth function f. Changing
the roles of indices i and j in the last sum we obtain (3.9).
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Lemma 3.10. The Lie bracket satisfies:

(a) Bilinearity:

[a1X1 + a2X2, Y ] = a1[X1, Y ] + a2[X2, Y ] ja

[X,a1Y1 + a2Y2] = a1[X,Y1] + a2[X,Y2]

for a1, a2 ∈ R;

(b) Antisymmetry: [X,Y ] = −[Y,X].

(c) Jacobi identity: [
X, [Y,Z]

]
+
[
Y, [Z,X]

]
+
[
Z, [X,Y ]

]
= 0.

(d)
[fX, gY ] = fg[X,Y ] + f(Xg)Y − g(Y f)X.

Proof. (a) Follows directly from the definition.

(b) Follows directly from the definition.

(c)
[
X, [Y,Z]

]
f = X

(
[Y,Z]f

)
− [Y,Z](Xf)

= X
(
Y (Zf) − Z(Y f)

)
− Y

(
Z(Xf)

)
+ Z

(
Y (Xf)

)

= X
(
Y (Zf)

)
−X

(
Z(Y f)

)
− Y

(
Z(Xf)

)
+ Z

(
Y (Xf)

)

[
Y, [Z,X]

]
f = Y

(
Z(Xf)

)
− Y

(
X(Zf)

)
− Z

(
X(Y f)

)
+X

(
Z(Y f)

)

[
Z, [X,Y ]

]
f = Z

(
X(Y f)

)
− Z

(
Y (Xf)

)
−X

(
Y (Zf)

)
+ Y

(
X(Zf)

)
.

Adding up both sides yields
[
X, [Y,Z]

]
f +

[
Y, [Z,X]

]
f +

[
Z, [X,Y ]

]
f = 0.

(d)

[fX, gY ]h = fX(gY h) − gY (fXh)

= fgX(Y h) + f(Xg)(Y h) − gfY (Xh) − g(Y f)(Xh)

= fg[X,Y ]h+ f(Xg)Y h− g(Y f)Xh.

Lemma 3.11. Let (U, x), x = (x1, . . . , xn), be a chart and ∂i, i = 1, . . . , n, the corresponding
coordinate vector fields. Then

[∂i, ∂j ] = 0 ∀i, j.

Proof. Let p ∈ U and f ∈ C∞(p). Then

(∂i)p(∂jf) = (∂i)p

[(
Dj
(
f ◦ x−1)) ◦ x

]

= Di

[(
Dj(f ◦ x−1) ◦ x

)
◦ x−1

] (
x(p)

)
= DiDj

(
f ◦ x−1)(x(p)

)
.

Since DiDjg = DjDig for a smooth function g, we obtain the claim.
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Example 3.12. Let us denote the points of R3 by (x, y, t) and the standard coordinate vectors of
R3 by

∂

∂x
,
∂

∂y
,
∂

∂t
.

Let X,Y, T ∈ T (R3) be the vector fields

X =
∂

∂x
,

Y =
∂

∂y
+ x

∂

∂t
,

T =
∂

∂t
.

Then [X,Y ] = T since

[X,Y ]f = X(Y f) − Y (Xf)

=
∂

∂x

(∂f
∂y

+ x
∂f

∂t

)
−
( ∂
∂y

+ x
∂

∂t

)(∂f
∂x

)

=
∂2f

∂x∂y
+ x

∂2f

∂x∂t
+
∂x

∂x

∂f

∂t
−

∂2f

∂y∂x
− x

∂2f

∂t∂x

=
∂f

∂t
= Tf.

Similarly we can compute that [X,T ] = 0, [Y, T ] = 0.

Let M and N be differentiable manifolds and f : M → N a smooth mapping. If V is a vector
field on M , then f∗pVp is a tangent vector in Tf(p)N . This need not define a vector field on N . For
instance, if f is not onto (a surjection), we can not attach such a vector to a point q ∈ N \ fM .
On the other hand, if f is not an injection, there are points p1 6= p2 s.t. f(p1) = f(p2). Then it is
possible that f∗p1Vp1 6= f∗p2Vp2, and consequently f∗V is not a vector field on N .
If there exist vector fields V ∈ T (M) and W ∈ T (N) such that f∗pVp = Wf(p) for all p ∈ M, we
call vector fields V and W f -related and denote W = f∗V.

Lemma 3.13. Suppose that f : M → N is a smooth mapping, V ∈ T (M) and W ∈ T (N). Then V
and W are f -related if and only if for every smooth function h that is defined in some open subset
of N we have

(3.14) V (h ◦ f) = (Wh) ◦ f.

Proof. For every p ∈ M,

V (h ◦ f)(p) = Vp(h ◦ f) =
(
f∗pVp

)
h

and (
(Wh) ◦ f

)
(p) =

(
Wh

)(
f(p)

)
= Wf(p)h.

Thus (3.14) holds if and only if
f∗pVp = Wf(p)

for every p ∈ M, in other words, if and only if V and W re f -related.
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Remark 3.15. If f : M → N is smooth and V ∈ T (M), there need not exist a vector field
W ∈ T (N) such that V and W would be f -related.

Lemma 3.16. If f : M → N is a diffeomorphism and V ∈ T (M), there exists a unique vector field
W ∈ T (N) such that V and W are f -related.

Proof. If V ∈ T (M) and f : M → N is a diffeomorphism, define a vector field f∗V ∈ T (N) by
setting

(3.17) (f∗V )p = f∗Vf−1(p), p ∈ N.

Then clearly f∗V is the only smooth vector field on N that is f -related with V .

Vf−1(p)

f−1(p)
p

f∗

(f∗V )p

Lemma 3.18. Let f : M → N be a smooth mapping and V i ∈ T (M), W i ∈ T (N), i = 1, 2,
vector fields s.t. V i and W i are f -related. Then [V 1, V 2] and [W 1,W 2] are f -related. If f is a
diffeomorphism,

[f∗V
1, f∗V

2] = f∗[V 1, V 2].

Proof. Exerc.

Definition 3.19. Let f : M → M be a diffeomorphism and X ∈ T (M) a vector field such that
f∗X = X, i.e. X is f -related with itself. Then we say that X is invariant with respect to f , or that
X is f -invariant.

Note: The condition f∗X = X means that f∗pXp = Xf(p) for all p ∈ M.
Left invariants vector fields on a Lie group. Let G be a Lie group. Then every point

g ∈ G defines diffeomorphism Lg : G → G and Rg : G → G (left translation and right translation),

Lg(h) = gh, Rg(h) = hg.

A vector field X is called left invariant if it is invariant under every left translations, in other words,
if Lg∗X = X for every g ∈ G (more precisely, Lg∗hXh = Xgh for all g, h ∈ G). A right invariant
vector field is defined similarly.

Theorem 3.20. Let G be a Lie group and TeG its tangent space at the neutral element e ∈ G.
Then every vector Xe ∈ TeG defines a unique left invariant vector field X. In particular, G is
parallelizable.

Proof. For every g ∈ G there is a unique left translation that maps the neutral element e to g,
namely Lg. Hence if such a vector field X exists, it is defined uniquely by the formula

Xg = Lg∗Xe.

On the other hand, this formula defines a left invarian vector field since, for every h ∈ G,

Lg∗hXh = Lg∗h(Lh∗Xe) = Lg∗ ◦ Lh∗Xe = Lgh∗Xe = Xgh.
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Let us prove next that the mapping g 7→ Xg is smooth. Let f : U → R be a smooth function defined
on some open set U ⊂ G. Choose a C∞-path γ : ] − ε, ε[→ G such that γ̇0 = Xe. Then we have, for
every g ∈ U

(Xf)(g) = Xgf =
(
Lg∗Xe

)
f = γ̇0

(
f ◦ Lg

)

=
(
f ◦ Lg ◦ γ

)′
(0) =

d

dt
f
(
gγ(t)

)
|t=0.

The mapping ϕ, (g, t) 7→ ϕ(g, t) = f
(
gγ(t)

)
, is smooth in G×] − ε, ε[ since it is a composition of

the group operation, the function f , and the path γ. Therefore

d

dt
f
(
gγ(t)

)
|t=0

is a smooth function of g, so g 7→ (Xf)(g) is smooth. By Lemma 3.3 (c), X ∈ T (G). Finally, let
X1

e , . . . ,X
n
e be a basis of TeG. Then the corresponding left invariant vector fields X1, . . . ,Xn form

a global frame. Indeed, if there exists g ∈ G s.t. X1
g , . . . ,X

n
g are not linearly independent, we can

write some vector Xi
g as a linear combination of the others, i.e.

Xi
g =

∑

j 6=i

ajX
j
g , where aj ∈ R.

Then, by the left invariance,
Xi

e =
∑

j 6=i

ajX
j
e

yielding a contradiction since X1
e , . . . ,X

n
e is a basis of TeG. Thus G has a global frame, so it is

parallelizable.
Submanifolds and the Lie bracket. Let us recall that M is a submanifold of N if the

inclusion i : M →֒ N is an embedding. For each p ∈ M we identify TpM and i∗TpM , so TpM can
be interpreted as a vector subspace of TpN . Then a vector TpM ∋ v = i∗v ∈ TpN operates on
C∞(p) by

vf = (i∗v)f = v(f ◦ i) = v(f |M).

[Here C∞(p) = {f ∈ C∞(U) : U ⊂ N a neighborhood of p} and f |M means f |U ∩M.]

Theorem 3.21. Let M ⊂ N be a submanifold. If X,Y ∈ T (N) are such that Xp, Yp ∈ TpM ∀p ∈
M, then also [X,Y ]p ∈ TpM ∀p ∈ M.

We apply the following lemma.

Lemma 3.22. Let Mm ⊂ Nn be a submanifold and p ∈ M. Then

TpM = {v ∈ TpN : vf = 0 ∀f ∈ C∞(p), f |M = 0}.

Proof. Suppose first that v ∈ TpM ⊂ TpN (more precisely v = i∗w for some w ∈ TpM). Let
f ∈ C∞(U), f |U ∩M = 0, for some neighborhood U ⊂ N of p. Then f ◦ i = 0, so

vf = (i∗w)f = w(f ◦ i) = 0.

Suppose then that v ∈ TpN satisfies the condition vf = 0 for all f ∈ C∞(p), with f |M = 0.
We will prove that v ∈ TpM. From the proof of Theorem 2.27 we see that there exists a chart
(U, x), x = (x1, . . . , xn), of N such that xm+1 = · · · = xn = 0 in U ∩M and (x1, . . . , xm) is a chart
of U ∩M at p.
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p

x

U

Rn

Rn−m

M

x(U ∩ M)

N

Rm

Write

v =
n∑

i=1

vi(∂i)p.

Now TpM is a subspace of TpN spanned by coordinate vectors (∂i)p, i = 1, . . . ,m. Hence v ∈ TpM
if and only if vj = 0 for all j = m + 1, . . . , n. Choose, for every j = m + 1, . . . , n a function
f : U → R, f(x) = xj. Then f ∈ C∞(p) and f |M ∩ U = 0. We obtain

0 = vf =
n∑

i=1

vi ∂x
j

∂xi
(p) = vj ,

so v ∈ TpM.
Proof of Theorem 3.21. Let p ∈ M and let f ∈ C∞(U), f |U∩M = 0, for some neighborhood

U ⊂ N of p. Since Xq ∈ TqM and Yq ∈ TqM for all q ∈ M, we have

Xqf = 0 and Yqf = 0 ∀q ∈ U ∩M

by Lemma 3.22. Hence
(Xf)|U ∩M = 0 and (Y f)|U ∩M = 0.

Applying Lemma 3.22 to functions Xf and Y f we obtain

Yp(Xf) = 0 and Xp(Y f) = 0,

so
[X,Y ]pf = Xp(Y f) − Yp(Xf) = 0.

Thus [X,Y ]p ∈ TpM (again by Lemma 3.22).
For the converse direction we so-called Frobenius theorem:
Let M be a smooth n-manifold and k ∈ {1, . . . , n − 1}. Suppose that for every p ∈ M a

k-dimensional subspace ∆p ⊂ TpM is given. Assume furthermore that every p ∈ M has a neigh-
borhood U and smooth vector fields X1, . . . ,Xk ∈ T (U) such that the vectors X1

q , . . . ,X
k
q form a

basis of ∆q for every q ∈ U. Then we say that

∆ =
⊔

p∈M

∆p (⊂ TM)

is a smooth k-dimensional (tangent) distribution on M (or a smooth field of k-planes or a smooth
subbundle of TM).

Let ∆ ⊂ TM be a smooth tangent distribution. A submanifold N ⊂ M is called an integral
manifold of ∆ if TpN = ∆p for every p ∈ N. Furthermore, we say that ∆ is integrable if, for every
p ∈ M , there exists an integral manifold N of ∆ such that p ∈ N.

We say that a smooth distribution ∆ is involutive if, for every vector fields X,Y ∈ T (M), with
Xp, Yp ∈ ∆p ∀p ∈ M, also [X,Y ]p ∈ ∆p ∀p ∈ M.

The existence of an integral manifold is characterized by the Frobenius theorem:
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Theorem 3.23 (Frobenius). Let M be a differentiable n-manifold and ∆ a smooth k-dimensional
tangent distributionon M , 1 ≤ k ≤ n− 1. Then

∆ is integrable ⇐⇒ ∆ is involutive.

Furthermore, if ∆ is integrable, there exists a chart (U, x) at every point p ∈ M such that every

x−1{y ∈ Rn : y ∈ Rk × {c}}, c ∈ Rn−k,

is an integral manifold of ∆ (or ∅).

Proof. Omitted (see e.g. Lee [L2, §19]).

3.24 Integral curves

Definition 3.25. Let M be a differentiable manifold and X ∈ T (M). We say that a C∞-polku
γ : I → M is an integral curve of X if

γ̇t = Xγ(t) ∀t ∈ I.

If, in addition, I ⊂ R is an open interval, 0 ∈ I, and γ(0) = p, we say that γ is an integral curve of
X starting at p ∈ M.

γ

Xγ(0) = γ̇0

p

Example 3.26. Let us denote the points of R2 by (x, y) and let ∂
∂x ,

∂
∂y be the corresponding

coordinate vector fields.

(a) Let X ∈ T (R2), X = ∂
∂x . Clearly every path γ(t) = (t + a, b), where a, b ∈ R are constants,

is an integral curve of X starting at (a, b). Thus through every point of the plane goes an
integral curve of X.

x

y

γ

(a, b)
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(b) Let V ∈ T (R2),

V = x
∂

∂x
+ y

∂

∂y
.

If γ : R → R2, γ(t) =
(
x(t), y(t)

)
, is a C∞-path, then

γ̇t = Vγ(t)

⇐⇒ x′(t)
(
∂

∂x

)

γ(t)
+ y′(t)

(
∂

∂y

)

γ(t)
= x(t)

(
∂

∂x

)

γ(t)
+ y(t)

(
∂

∂y

)

γ(t)

⇐⇒

{
x′(t) = x(t)
y′(t) = y(t)

⇐⇒

{
x(t) = aet

y(t) = bet,

where a, b ∈ R. We observe that the path γ(t) =
(
aet, bet

)
, where a, b,∈ R, is an integral

curve of V starting that γ(0) = (a, b). Thus through every point of the plane goes an integral
curve of V .

As can be seen in (b), we must solve a system of ordinary differential equations (in local coordinates)
in order to find integral curves of a given vector field.

In general:

Lemma 3.27. Let (U, x), x = (x1, . . . , xn), be a chart on M and let V ∈ T (U),

Vp = vi(p)(∂i)p, p ∈ U.

Suppose that γ : I → U is a C∞-path, where I ⊂ R is an open interval and 0 ∈ I. Then γ is an
integral curve of V starting at p ∈ U if and only if. for every i = 1, . . . , n

(3.28)

{
(xi ◦ γ)′(t) = vi(γ(t)) for every t ∈ I

(xi ◦ γ)(0) = xi(p).

γ

0

p

x

x ◦ γ
x(p)

Proof. (Exerc.)

Remark 3.29. Defining

β = (β1, . . . , βn) : I → xU ⊂ Rn, β = x ◦ γ,

wi = vi ◦ x−1 : xU → R, i = 1, . . . , n,
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the system (3.28) can be written in the form

(3.30)

{
d
dtβ

i(t) = wi
(
β1(t), . . . , βn(t)

)
∀t ∈ I, i = 1, . . . , n,

βi(0) = xi(p).

Let V ∈ T (M). It follows from the theory of systems of ordinary differential equations that, for
every p ∈ M , there exists a unique maximal integral curve γp : Ip → M of V starting at p, i.e. if
γ : I → M is an integral curve of V staring at p, then I ⊂ Ip and γ = γp|I. We return to the proof
of this later.

Lemma 3.31. Let V ∈ T (M) and γ : I → M be an integral curve of V . Define, for every a ∈ R,

I + a = {t+ a : t ∈ I}

and γ̃ : I + a → M, γ̃(t) = γ(t− a). Then also γ̃ is an integral curve of V .

Proof. Let t0 ∈ I + a and f ∈ C∞
(
γ̃(t0)

)
. Then

γ̃′(t0)f =
d

dt

(
f ◦ γ̃

)
(t)|t=t0

=
d

dt

(
f ◦ γ

)
(t − a)|t=t0

= (f ◦ γ)′(t0 − a) = γ̇t0−af = Vγ(t0−a)f

= Vγ̃(t0)f.

3.32 Flows

Let M be a smooth manifold. We say that an open set D ⊂ R×M is a flow domain if for all p ∈ M

D ∩
(
R × {p}

)
= Ip × {p},

where Ip ⊂ R is an open interval, 0 ∈ Ip. A smooth mapping θ : D → M is a (local) flow on M if
it satisfies the following group laws

θ(0, p) = p ∀p ∈ M,

Iθ(s,p) = Ip − s ∀s ∈ Ip,

θ
(
t, θ(s, p)

)
= θ(t+ s, p) ∀s ∈ Ip, t+ s ∈ Ip.

We also denote
θp

t = θt(p) = θp(t) = θ(t, p).

The mapping θp : Ip → M, t 7→ θp
t , is a C∞-path. The vector field V,

Vp = θ̇p
0,

is called the infinitesimal generator of θ.

Vp = θ̇p
0

Vq = θ̇q
0

p = θp
0

q = θq
0
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Theorem 3.33 (Properties of a flow). Let θ : D → M be a flow. Then:

(a) ∀t ∈ R, the set Dt = {p ∈ M : (t, p) ∈ D} ⊂ M is open, θt : Dt → D−t is a diffeomorphism
and θ−1

t = θ−t.

(b) θt ◦ θs = θt+s (whenever the left-hand side is defined).

(c) the infinitesimal generator V of θ is a smooth vector field.

(d) ∀p ∈ M, θp : Ip → M is an integral curve of V starting at p.

(e) θt∗Vp = Vθt(p), ∀p ∈ M, ∀t ∈ Ip.

Proof.

(a) Let p ∈ Dt, hence (t, p) ∈ D. Since D is open, there exist δ > 0 and a neighborhood U of p
s.t. ]t − δ, t + δ[×U ⊂ D. In particular, {t} × U ⊂ D, so U ⊂ Dt and Dt is open.
If p ∈ Dt, then t ∈ Ip and t+ (−t) = 0 ∈ Ip. Hence θt(p) ∈ D−t and

(θ−t ◦ θt)(p) = θ
(
−t, θ(t, p)

)
= θ(−t+ t, p) = p.

Similarly, θ−t(D−t) ⊂ Dt and (θt ◦θ−t)(q) = q for all q ∈ D−t. Hence θ−1
t = θ−t. Furthermore,

θt and θ−t are smooth in every open subset of M where they are defined.

(b) Follows directly from the definition of a flow.

(c) Let U ⊂ M be open and f ∈ C∞(U). Then for every p ∈ U

V f(p) = Vpf = θ̇p
0f =

d

dt
f
(
θ(t, p)

)
|t=0.

Since f and θ are smooth, also p 7→ V f(p) is smooth. Thus V ∈ T (M).

(d) Let p ∈ M and s ∈ Ip. We have to prove that

θ̇p
s = Vθ(s,p).

Denote q = θ(s, p) and let f ∈ C∞(q). Then

Vqf = θ̇q
0f =

d

dt
f
(
θ(t, q)

)
|t=0 =

d

dt
f
(
θ(t+ s, p)

)
|t=0 = θ̇p

sf.

(e) Let p ∈ M and t ∈ Ip. We write q = θp
t and prove that

θt∗Vp = Vq.

Let f ∈ C∞(q). Then

(
θt∗Vp

)
f = Vp(f ◦ θt) =

d

ds

(
f ◦ θt ◦ θp

s

)
(s)|s=0

=
d

ds
f
(
θt(θ

p
s)
)

|s=0 =
d

ds
f
(
θ(t+ s, p)

)
|s=0

= θ̇p
t f = Vqf.
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Lemma 3.34. Let θ : D → M be a flow, V its infinitesimal generator, and p ∈ M. If Vp = 0, then
θp is the constant path θp

t ≡ p. If Vp 6= 0, then θp : Ip → M is an immersion.

Proof. Denote γ = θp. Let t ∈ Ip and write q = γ(t). Now γ∗t : TtR → TqM is the zero map
(i.e. γ∗tv = 0 ∀v ∈ TtR) ⇐⇒ θ̇p

t = γ∗t

(
∂
∂t

)
= 0. By Theorem 3.33 (a) and (e), we have Vq = θp

t∗Vp

and Vp = θq
−t∗Vq. Hence γ′(t) = Vq = 0 ⇐⇒ γ′(0) = Vp = 0. In other words, if γ′(t) = 0 for some

t ∈ Ip, then γ′(t) = 0 ∀t ∈ Ip. Hence, if Vp = 0, then γ : Ip → M is a smooth mapping such that
γ∗ ≡ 0, and consequently γ is a constant path (Ip connected). On the other hand, if Vp 6= 0, then
γ∗t 6= 0 ∀t, so γ is an immersion.

Example 3.35. Let D = R × R2 and θ : D → R2,

θ
(
t, (x, y)

)
= (x cos t+ y sin t,−x sin t+ y cos t).

Then θ is a flow since θ is clearly smooth and

(a) θ
(
0, (x, y)

)
= (x cos 0 + y sin 0,−x sin 0 + y cos 0) = (x, y),

(b)

θ
(
t, θ
(
s, (x, y)

))

=
(
(x cos s+ y sin s) cos t+ (−x sin s+ y cos s) sin t,

− (x cos s+ y sin s) sin t+ (−x sin s+ y cos s) cos t
)

=
(
x(cos s cos t− sin s sin t) + y(sin s cos t+ cos s sin t),

− x(cos s sin t+ sin s cos t) + y(cos s cos t− sin s sin t)
)

=
(
x cos(s+ t) + y sin(s+ t),−x sin(s + t) + y cos(s + t)

)

= θ
(
s+ t, (x, y)

)
.

Its infinitesimal generator is

V(x,y) =
d

dt
θ
(
t, (x, y)

)
|t=0 = (−x sin 0 + y cos 0,−x cos 0 − y sin 0)

= (y,−x),

so using coordinate vector fields

V(x,y) = y
∂

∂x
− x

∂

∂y
.

[Below are some values of V (vectors) and some integral curves.]
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3.36 Flows of vector fields

We say that a flow θ : D → M is maximal if the flow domain D is the largest possible. In other
words, if θ̃ : D̃ → M is a flow such that D ⊂ D̃ and θ = θ̃|D, then D̃ = D.

Theorem 3.37. Let M be a smooth manifold and V ∈ T (M). Then there exists a unique maximal
flow θ : D → M whose infinitesimal generator is V . Moreover, θ has the following properties:

(a) For every p ∈ M, the path θp : Ip → M is the unique maximal integral curve of V starting at
p.

(b) If s ∈ Ip, then Iθ(s,p) is the interval Ip − s = {t− s : t ∈ Ip}.

The proof of Theorem 3.37 is based on the following theorem on the existence, uniqueness, and
smoothness of solutions to systems of ordinary differential equations. Later we will prove part of
it.

Theorem 3.38 (Existence, uniqueness, and smoothness). Let U ⊂ Rn be open and
V = (V 1, . . . , V n) : U → Rn smooth. Let t0 ∈ R and x ∈ U. Consider the following initial value
problem

(3.39)

{(
γi
)′

(t) = V i
(
γ(t)

)
,

γi(t0) = xi,

where γ = (γ1, . . . , γn) : J → U, t0 ∈ J, is a smooth path.

(a) Existence: For every (t0, x0) ∈ R×U there exist an open interval J0 ∋ t0 and a neighborhood
U0 ⊂ U of x0 such that for every x ∈ U0 there exists a C∞-path γ : J0 → U that is a solution
to (3.39).

(b) Uniqueness: If γ : J0 → U and γ̃ : J̃0 → U are solutions to (3.39), then γ = γ̃ on the interval
J0 ∩ J̃0.

(c) Smoothness: Let t0, x0, J0 and U0 be as in (a) and define the mapping θ : J0 × U0 → U,

θ(t, x) = γ(t),

where γ : J0 → U is the unique solution to (3.39) with initial value γ(t0) = x. Then θ is
smooth.

We split the proof of Theorem 3.37 into several parts.

Theorem 3.40. Let V ∈ T (M). Then for every p ∈ M there exists a unique maximal integral
curve of V starting at p.

Proof. By Theorem 3.38, for every p ∈ M there exists an integral curve of V starting at p (cf.
(3.30)). Let γ : I → M and γ̃ : I → M be integral curves of V s.t. γ(t0) = γ̃(t0) for some t0 ∈ I.
Denote

J = {t ∈ I : γ(t) = γ̃(t)}.

We claim that J 6= ∅ is both open and closed in I, and so J = I (since I is connected).
Clearly J 6= ∅ since t0 ∈ J.
Let ti ∈ J, ti → t ∈ I. Since γ and γ̃ are continuous, we have

γ̃(t) = lim
i→∞

γ̃(ti) = lim
i→∞

γ(ti) = γ(t),
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so t ∈ J. Thus J ⊂ I is closed.
Let t1 ∈ J. Now γ and γ̃ are solutions to the same system of differential equations with the same
initial value γ(t1) = γ̃(t1), therefore γ ≡ γ̃ on an interval ]t1 − ε, t1 + ε[ by Theorem 3.38. Hence
]t1 − ε, t1 + ε[⊂ J, and therefore J ⊂ I is open. We have proven that J = I.
Denote

Γ = {γα | γα : Jα → M is an integral curve of V starting at p},

Ip =
⋃

γα∈Γ

Jα

(α ∈ A, A some set of indices) and define

γ : Ip → M, γ(t) = γα(t),

for some γα ∈ Γ such that t ∈ Jα. In other words, γ|Jα = γα. By the beginning of the proof γ is
well-defined and thus it is the maximal integral curve of V starting at p.

In what follows we denote by θp the maximal integral curve of V starting at p.
Let V ∈ T (M), p ∈ M and θp : Ip → M the maximal integral curve of V starting at p. Define

D(V ) = {(t, p) ∈ R ×M : t ∈ Ip},(3.41)

Dt(V ) = {p ∈ M : (t, p) ∈ D(V )},(3.42)

θ : D(V ) → M, θ(t, p) = θp(t).(3.43)

We also denote
θp(t) = θt(p) = θp

t .

Lemma 3.44. Let θ : D(V ) → M be as above. Then

(a) θ(0, p) = p ∀p ∈ M,

(b) θ
(
t, θ(s, p)

)
= θ(t+ s, p) ∀s ∈ Ip, t+ s ∈ Ip.

Proof. (a) is clear.
Fix p ∈ M, s ∈ Ip and let q = θp

s . If γ : Ip − s → M is the path

γ(t) = θp(t+ s),

then γ(0) = q and γ is an integral curve of V starting at q (Lemma 3.31). By Theorem 3.38 (b)
("Uniqueness"), γ = θq in the set where both are defined. Since θq is maximal, it is defined at least
on the interval Ip − s (so Ip − s ⊂ Iq). Thus for every t ∈ Ip − s

θ(t+ s, p) = γ(t) = θq(t) = θ(t, q) = θ
(
t, θ(s, p)

)
.

Remark 3.45. Above we observed that Ip − s ⊂ Iθ(s,p) for all s ∈ Ip. Since 0 ∈ Ip, it follows that
−s ∈ Iθ(s,p), and therefore θ

(
−s, θ(s, p)

)
= p. The path γ : Iθ(s,p) + s → M,

γ(t) = θ
(
t− s, θ(s, p)

)
,

is an integral curve of V starting at γ(0) = θ
(
−s, θ(s, p)

)
= p. We conclude that γ = θp in Iθ(s,p) +s

since θp is maximal. Hence Iθ(s,p) +s ⊂ Ip, or equivalently Iθ(s,p) ⊂ Ip −s. We obtain Ip −s = Iθ(s,p)

for every s ∈ Ip. (cf. Theorem 3.37 (b).)



46 Introduction to differential geometry

Lemma 3.46. Let θ : D(V ) → M be as in (3.41)–(3.43). Then D(V ) ⊂ R × M is open and θ is
smooth.

Proof. Let W ⊂ D(V ) be the set of points (t, p) ∈ D(V ) that have a neighborhood J × U ⊂
D(V ) where θ is defined and smooth and, moreover, that U ⊂ M is a neighborhood of p and J ⊂ R

is an open interval containing 0 and t. Clearly W is open in R×M and θ|W is smooth. It remains
to prove that W = D(V ). Assume on the contrary that there exists (t0, p0) ∈ D(V ) \ W. We may
suppose that t0 ≥ 0 (the case t0 < 0 is similar). It follows from Theorem 3.38 (by using a chart at
p0) that θ is defined and smooth in some product neighborhood of (0, p0). Let

τ = sup{t ∈ R : (t, p0) ∈ W},

so τ > 0. Since τ ≤ t0 and Ip0 is an open interval containing 0 and t0, we have τ ∈ Ip0. Let
q0 = θp0(τ). By Theorem 3.38 there exists a product neighborhood ] − ε, ε[×U0 of (0, q0) where θ is
defined and smooth. We apply Lemma 3.44 to prove that θ is smooth in some product neighborhood
of (τ, p0). Let t1 < τ s.t. t1 + ε > τ and θp0(t1) ∈ U0. Since t1 < τ, we have (t1, p0) ∈ W, so there
exists a product neighborhood ] − δ, t1 + δ[×U1 of (t1, p0) where θ is defined and smooth. Since
θ(t1, p0) ∈ U0, we may choose small enough U1 so that θ(t1, p) ∈ U0 ∀p ∈ U1. By Lemma 3.44

θt(p) = θt−t1 ◦ θt1(p)

if t1 ∈ Ip and t − t1 ∈ Iθ(t1,p). It follows from the choice of t1 that θ(t1, p) is defined ∀p ∈ U1 and
is smooth with respect to p. Furthermore, ] − ε, ε[⊂ Iθ(t1,p) ∀p ∈ U1 since θ(t1, p) ∈ U0 ∀p ∈ U1

and θ is defined and smooth in ] − ε, ε[×U0. It follows that θt(p) = θt−t1 ◦ θt1(p) is defined and
smooth with respect to (t, p) if p ∈ U1 and |t− t1| < ε. Hence we may extend θ smoothly to the set
] − δ, t1 + ε[×U1 that leads to a contradiction with the definition of τ since t1 + ε > τ . This proves
that W = D(V ).

p

M

R

D(V )W

U
J

(t, p)

(t0, p0)Ip0
× {p0}

(τ, p0)

(0, q0)

U1 (t1, p0)

U0
θt1

θ

Let us underline the main steps of the proof:

1. Antithesis and the definition of τ .

2. q0 = θ(τ, p0).

3. Theorem 3.38 ⇒ ∃ a product neighborhood ] − ε, ε[×U0 of (0, q0) where θ is smooth.

4. Choice of t1 ∈]τ − ε, τ [.

5. Behavior of θ in a neighborhood of (0, q0) is ”transported" to a product neighborhood ]t1 −
ε, t1 + ε[×U1 of (t1, p0) by using the group laws.



Introduction to differential geometry 47

6. Extended θ smoothly to a neighborhood of (τ, p0) and obtained a contradiction.

Proof of Theorem 3.37. Let θ : D(V ) → M be as in (3.41)–(3.43). Then:

1. Lemma 3.44 and 3.46 ⇒ θ is a flow.

2. Theorem 3.40 and general properties of flows (Theorem 3.33) ⇒ uniqueness.

3. The claim (a) follows directly from the construction.

4. The claim (b) is proven in Remark 3.45 after Lemma 3.44.

Definition 3.47. Let V ∈ T (M) and let θ : D(V ) → M be the maximal flow whose infinitesimal
generator is V . Then we say that θ is the flow of V .

We say that a vector field V ∈ T (M) is complete if it generates a global flow, i.e. D(V ) = R×M.
Then every maximal integral curve is defined on whole R.

Lemma 3.48 (Escape lemma). Let V ∈ T (M). If γ is an integral curve of V such that its maximal
interval of definition, I, is not the whole R, then γ(I) can not be contained in any compact subset
of M .

Proof. Let I =]a, b[, −∞ ≤ a < 0 < b ≤ +∞, and let θ be the flow of V . Then γ = θp (and
I = Ip), where p = γ(0). Assume on the contrary that b < ∞ and γ(I) ⊂ K for some compact
K ⊂ M. (The case a > −∞ similarly.) Choose a sequence ti → b, ti ∈ I. Since γ(ti) ∈ K and K
is compact, there exist q ∈ K and a subsequence, still denoted by (ti), s.t. γ(ti) → q. Choose a
product neighborhood ] − ε, ε[×U, ] − ε, ε[⊂ I of (0, q) where θ is defined. Fix a sufficiently large i
such that γ(ti) = θ(ti, p) ∈ U and ti > b− ε. Then t 7→ θ

(
t− ti, θ(ti, p)

)
is defined ∀t ∈]ti − ε, ti + ε[

and it is an integral curve of V (starting at θ(ti, p)). Furthermore, θ
(
t− ti, θ(ti, p)

)
= θ(t, p) = γ(t)

for ti − ε < t < b. Define σ : ]a, ti + ε[→ M by setting

σ(t) =

{
γ(t), a < t < b,

θ
(
t− ti, θ(ti, p)

)
, ti − ε < t < ti + ε.

Then σ is an integral curve of V starting at p, hence γ is not maximal. This is contradiction and
the lemma is proven.

The escape lemma implies the following.

Theorem 3.49. If M is compact, every V ∈ T (M) is complete.

3.50 Proof of the existence and uniqueness theorem

Let U ⊂ Rn be open. We say that a mapping V : U → Rn is Lipschitz if there exists a constant
L > 0 s.t.

(3.51) |V (x) − V (y)| ≤ L|x− y| ∀x, y ∈ U.

Theorem 3.52 (Existence). Let U ⊂ Rn be open and V : U → Rn Lipschitz. Then for every
(t0, x0) ∈ R × U there exist a neighborhood U0 ⊂ U of x0 and an open interval J0 ⊂ R, t0 ∈ J0

such that for every x = (x1, . . . , xn) ∈ U0 there exists a C1-path γ : J0 → U solving the initial value
problem

(3.53)

{(
γi
)′

(t) = V i
(
γ(t)

)
, ∀t ∈ J0,

γi(t0) = xi.
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Proof. Suppose that γ : J0 → U is a solution to (3.53). From the left-hand side of the equation
we see that every γi, i = 1, . . . , n, is differentiable, hence γ is continuous. Since both V i and γ
are continuous, also the right-hand side is continuous. Hence γ is continuously differentiable, so
γ ∈ C1. Integrating (3.53) with respect to t we obtain

(3.54) γi(t) = xi +
∫ t

t0

V i(γ(s)
)
ds, i = 1, . . . , n.

Conversely, if γ : J0 → U is a path that satisfies (3.54), then

(γi)′(t) =
d

dt

∫ t

t0

V i(γ(s)
)
ds = V i(γ(t)

)
ja γi(t0) = xi.

We define, for each path γ : J0 → U , a mapping Sxγ : J0 → Rn,

(3.55) Sxγ(t) = x+
∫ t

t0

V
(
γ(s)

)
ds

and we look for fixed points of Sx (i.e. paths γ s.t. γ = Sxγ) in some suitable metric space. Clearly
Sxγ is continuous (hence a path) and Sxγ(t0) = x. For every x0 ∈ U choose r > 0 s.t. B̄(x0, r) ⊂ U.
Denote M = max{|V (x)| : x ∈ B̄(x0, r)}. Let t0 ∈ R, δ ≤ r/2 and J0 =]t0 − ε, t0 + ε[, where

ε < min{
r

2M
,

1
L

},

and L is a Lipschitz constant of V in (3.51). For every x ∈ U0 := B(x0, δ) denote

Mx = {γ | γ : J0 → B̄(x0, r) path, γ(t0) = x}

and define a metric in Mx by setting

d(γ, γ̃) = sup{|γ(t) − γ̃(t)| : t ∈ J0}.

If (γi) is a Cauchy sequence in Mx, it is uniformly convergent (by the Cauchy criterion), so the
limit γ = limi γi is a continuous mapping J0 → B̄(x0, r), so γ is a path. Clearly γ(t0) = x, so
γ ∈ Mx. Hence (Mx, d) is complete. Next we prove that the formula (3.55) defines a contraction
Sx : Mx → Mx. If γ ∈ Mx and t ∈ J0, then

|Sxγ(t) − x0| = |
∫ t

t0

V
(
γ(s)

)
ds + x− x0| ≤ M |t − t0| + |x− x0| < Mε+ δ ≤ r,

so Sxγ is a path J0 → B̄(x0, r) and therefore Sxγ ∈ Mx. Furthermore, Sx is a contraction since,
for all γ, γ̃ ∈ Mx,

d(Sxγ, Sxγ̃) = sup
t∈J0

∣∣∣
∫ t

t0

V
(
γ(s)

)
ds −

∫ t

t0

V
(
γ̃(s)

)
ds
∣∣∣ ≤ sup

t∈J0

∫ t

t0

∣∣V
(
γ(s)

)
− V

(
γ̃(s)

)∣∣ ds

≤ sup
t∈J0

∫ t

t0

L |γ(s) − γ̃(s)|︸ ︷︷ ︸
≤d(γ,γ̃)

≤ L sup
t∈J0

|t− t0|d(γ, γ̃) ≤ Lεd(γ, γ̃).

Since Lε < 1, the Banach fixed point theorem 0.8 implies that Sx has a fixed point γ ∈ Mx. Hence

γ(t) = Sxγ(t) = x+
∫ t

t0

V
(
γ(s)

)
ds,

so γ satisfies (3.54) and therefore also (3.53). Note that the Banach fixed point theorem gives
uniqueness among paths J0 → B̄(x0, r).
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Theorem 3.56 (Uniqueness). If γ : J0 → U and γ̃ : J0 → U are solutions to the initial value
problem (3.53) such that γ̃(t0) = γ(t0)), then γ = γ̃.

Proof. Suppose that γ and γ̃ are solutions to (3.53) with initial values γ(t0) = x and γ̃(t0) = y.
Then

d

dt
|γ̃(t) − γ(t)|2 =

d

dt

((
γ̃(t) − γ(t)

)
·
(
γ̃(t) − γ(t)

))

= 2
(
γ̃(t) − γ(t)

)
·
d

dt

(
γ̃(t) − γ(t)

)

= 2
(
γ̃(t) − γ(t)

)
·
(
V
(
γ̃(t)

)
− V

(
γ(t)

))

≤ 2|γ̃(t) − γ(t)| |V
(
γ̃(t)

)
− V

(
γ(t)

)
|

︸ ︷︷ ︸
≤L|γ̃(t)−γ(t)|

≤ 2L|γ̃(t) − γ(t)|2.

We obtain

d

dt

(
e−2Lt|γ̃(t) − γ(t)|2

)
= e−2Lt d

dt
|γ̃(t) − γ(t)|2 − 2Le−2Lt|γ̃(t) − γ(t)|2

≤ e−2Lt
(
2L|γ̃(t) − γ(t)|2 − 2L|γ̃(t) − γ(t)|2

)
= 0.

Hence
e−2Lt|γ̃(t) − γ(t)|2 ≤ e−2Lt0 |γ̃(t0) − γ(t0)|2, ∀t ≥ t0.

On the other hand,

d

dt
|γ̃(t) − γ(t)|2 ≥ −2|γ̃(t) − γ(t)||V

(
γ̃(t)

)
− V

(
γ(t)

)
|

≥ −2L|γ̃(t) − γ(t)|2

which implies that
d

dt

(
e2Lt|γ̃(t) − γ(t)|2

)
≥ 0,

so
e2Lt|γ̃(t) − γ(t)|2 ≤ e2Lt0 |γ̃(t0) − γ(t0)|2, ∀t ≤ t0.

Hence, for all t ∈ J0, we have

(3.57) |γ̃(t) − γ(t)| ≤ eL|t−t0||γ̃(t0) − γ(t0)|.

It follows that γ̃ ≡ γ if γ̃(t0) = γ(t0).

Lemma 3.58 (Continuity). Let J0 be an open interval, t0 ∈ J0, U0 ⊂ U open and θ : J0 ×U0 → U
any mapping s.t. for every x ∈ U0, γ : J0 → U, γ(t) = θ(t, x), is the solution to (3.53) with initial
value γ(t0) = x. Then θ is continuous.

Fix (t, x) ∈ J0 ×U0 and prove that θ is continuous at (t, x). Since continuity is a local property,
we may assume that J̄0 = [a, b] ⊂ R. It follows from the proof of (3.57) that

|θ(t, x̃) − θ(t, x)| ≤ eLT |x̃− x|,
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where T = b− a. Hence θ is Lipschitz with respect to x with a constant eLT . Let (t̃, x̃) ∈ J0 × U0.
Since every solution to 3.53) satisfies the (integral) equation (3.54), we obtain

θ(t̃, x̃) = x̃+
∫ t̃

t0

V
(
θ(s, x̃)

)
ds

and similarly for the point (t, x). Hence

|θ(t̃, x̃) − θ(t, x)| ≤ |x̃− x| +
∣∣∣
∫ t̃

t0

V
(
θ(s, x̃)

)
ds−

∫ t

t0

V
(
θ(s, x)

)
ds
∣∣∣

≤ |x̃− x| +
∣∣∣
∫ t̃

t0

|V
(
θ(s, x̃)

)
− V

(
θ(s, x)

)
|ds
∣∣∣ +

∣∣∣
∫ t

t̃
|V
(
θ(s, x)

)
|ds
∣∣∣.

Since s 7→ θ(s, x) is continuous, there exists δx > 0 such that

Mx = max{
∣∣V
(
θ(s, x)

)∣∣ : s ∈ [t − δx, t+ δx]} < ∞.

For t̃ ∈ [t − δx, t+ δx], we get

|θ(t̃, x̃) − θ(t, x)| ≤ |x̃− x| +
∣∣∣L
∫ t̃

t0

|θ(s, x̃) − θ(s, x)|ds
∣∣∣+

∣∣∣
∫ t

t̃
Mxds

∣∣∣

≤ |x̃− x| + LTeLT |x̃− x| +Mx|t̃ − t|.

Thus θ is continuous at (t, x).

Theorem 3.59 (Smoothness). Let U ⊂ Rn be open and V : U → Rn Lipschitz. Suppose that
U0 ⊂ U is open, J0 ⊂ R is an open interval, t0 ∈ J0, and θ : J0 × U0 → U is any mapping s.t. for
every x ∈ U0, γ : J0 → U, γ(t) = θ(t, x), is a solution to (3.53). If V ∈ Ck(U) for some k ≥ 1,
also θ ∈ Ck

(
J0 × U0

)
.

Proof. Omitted. [See e.g. Lee [L2].]

3.60 Lie derivative of a vector field

Let X ∈ T (M), Y ∈ T (M), p ∈ M and let θ be the flow of X. Then θ−t(θ
p
t ) = p for t ∈ I =]−δ, δ[,

where δ > 0 is sufficiently small.

p
θ(t, p)

(θ−t)∗

Yθ(t,p)

We can define a âŸžC∞-path I → TpM,

t 7→ (θ−t)∗Yθ(t,p).

The tangent (vector) to this path at t = 0,

(3.61) lim
t→0

(θ−t)∗Yθ(t,p) − Yp

t
=

d

dt

(
(θ−t)∗Yθ(t,p)

)
|t=0

is called the Lie derivative of Y with respect to X and it is denoted by
(
LXY

)
p
.
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p

θ(t, p)

(θ−t)∗

Yθ(t,p)

Yp

M

TpM

(LX Y )p

Another way to write (3.61): For every t, with |t| small enough, let θt∗Y be the vector field that is
defined by

(θt∗Y )θ(t,p) = θt∗(Yp).

p
θ(t, p)

θt∗

Yp
θt∗(Yp)

Then

(θ−t)∗Yθ(t,p) − Yp

t
=
Yp − (θ−t)∗Yθ(t,p)

−t

=
Yp −

(
θ−t∗Y

)
θ(−t,θ(t,p))

−t

=
Yp − (θ−t∗Y )p

−t

=
Yp − (θs∗Y )p

s
, s = −t.

Theorem 3.62. Let X,Y ∈ T (M) and p ∈ M. Then

(LXY )p = [X,Y ]p.

For the proof we need the following:

Lemma 3.63. Let h : ]−δ, δ[×U → R be a C∞-function such that h(0, q) = 0 for all q ∈ U, U ⊂ M
open. Then there exists a C∞-function g : ] − δ, δ[×U → R s.t. h(t, q) = tg(t, q). In particular,

g(0, q) = D1h(0, q). (D1 =
∂

∂t
)

Proof. Define g(t, q) =
∫ 1

0 D1h(ts, q)ds.
Proof of Theorem 3.62. Let θ be the flow of X and let f ∈ C∞(p). Define

h(t, q) = f
(
θ(t, q)

)
− f(q) =

(
f ◦ θt

)
(q) − f(q).

From Lemma 3.63 we get gt(q) = g(t, q) s.t.

(3.64)
(
f ◦ θt

)
(q) = f(q) + h(t, q) = f(q) + tgt(q)
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and

g0(q) =
∂h

∂t
(0, q) = lim

t→0

h(t, q) −

=0︷ ︸︸ ︷
h(0, q)

t
= lim

t→0

f
(
θ(t, q)

)
− f(q)

t

= lim
t→0

(
f ◦ θq

)
(t) −

(
f ◦ θq

)
(0)

t
=
(
f ◦ θq)′(0)

= Xqf.

Let us find the limit limt→0
1
t

(
Y − (θt∗Y )

)
p
f.

R

pθ(−t, p)

θt∗Yθ(−t,p)

(θt∗Y )p

f
f ◦ θt

First we obtain

(
θt∗Y

)
p
f =

(
θt∗Yθ(−t,p)

)
f = Yθ(−t,p)(f ◦ θt)

(3.64)
= Yθ(−t,p)f + tYθ(−t,p)gt.

Hence

lim
t→0

1
t

(
Y − (θt∗Y )

)
p
f = lim

t→0

1
t

(
Ypf − Yθ(−t,p)f − tYθ(−t,p)gt

)

= lim
t→0

1
t

(
Ypf − Yθ(−t,p)f

)
− lim

t→0
Yθ(−t,p)gt.

Now

lim
t→0

Yθ(−t,p)gt = Ypg0 = Yp(Xf)

and

lim
t→0

1
t

(
Ypf − Yθ(−t,p)f

)
= lim

−s→0

1
−s

(
Ypf − Yθ(s,p)f

)

= lim
s→0

1
s

((
Y f
)
(θ(s, p)) −

(
Y f
)
(p)
)

= Xp(Y f).

p
θ(t, p)

Xp

We get

lim
t→0

1
t

(
Y − (θt∗Y )

)
p
f = Xp(Y f) − Yp(Xf) = [X,Y ]pf.
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4 Tensors and tensor fields

4.1 Tensors

Let V1, . . . , Vk and W be (real) vector spaces. A mapping F : V1 × · · · × Vk → W is called multi
linear (more precisely k-linear) is it is linear with respect to every variable, i.e.

F (v1, . . . , avi + bv′
i, . . . , vk) = aF (v1, . . . , vi, . . . , vk) + bF (v1, . . . , v

′
i, . . . , vk)

for all i = 1, . . . , k and a, b ∈ R.

Example 4.2. 1. If V is an inner product space, the inner product 〈·, ·〉 : V ×V → R is 2-linear
(or bilinear). Example. The usual dot product in Rn. Use: We can define the norm of a
vector or the angle between two vectors.

2. Cross product in R3 is a bilinear mapping · × · : R3 × R3 → R3. Use: We can compute the
area of a parallelogram or find a vector that is orthogonal to given vectors.

3. The determinant is an n-linear mapping det : Rn×· · ·×Rn → R. Interpretation: If v1, . . . , vn ∈
Rn, vi = (v1

i , . . . , v
n
i ), then

det(v1, . . . , vn) = det



v1

1 · · · v1
n

...
. . .

...
vn

1 · · · vn
n


 .

Use: We may study linear independence of vectors v1, . . . , vn and compute the volume of
parallelepiped spanned by the vectors.

Let V be a finite dimensional (real) vector space. A linear map ω : V → R is called a covector
on V and the vector space of all covectors is called the dual of V and it is denoted by V ∗.

Let us denote
〈ω, v〉 = 〈v, ω〉 = ω(v) ∈ R, ω ∈ V ∗, v ∈ V.

Lemma 4.3. Let V be an n-dimensional vector space and (v1, . . . , vn) a basis of V . Then the
covectors ω1, . . . , ωn, defined by

ωj(vi) = δj
i ,

form a basis of V ∗. In particular, dimV ∗ = dimV.

Proof. (Exerc.)
[Note.: Above δj

i is the Kronecker delta, i.e. δj
i = 1 if i = j, and δj

i = 0 if i 6= j.]

Definition 4.4. 1. a k-covariant tensor on V is a k-linear map

V k → R, V k = V × · · · × V︸ ︷︷ ︸
k copies

.

2. an l-contravariant tensor on V is an l-linear map

V ∗l → R, V ∗l = V ∗ × · · · × V ∗
︸ ︷︷ ︸

l copies

.
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3. a k-covariant, l-contravariant tensor on V (or a (k, l)-tensor for short) is a (k+ l)-linear map

V k × V ∗l → R.

We denote

T k(V ) = the space of k-covariant tensors,

Tl(V ) = the space of l-contravariant tensors,

T k
l (V ) = the space of k-covariant, l-contravariant tensors.

Remark 4.5. 1. T k(V ), Tl(V ) and T k
l (V ) are vector spaces in a natural way.

2. We make a convention that 0-covariant tensors and 0-contravariant tensors are real numbers,
so T 0(V ) = T0(V ) = R.

Example 4.6. 1. Every linear mapping ω : V → R is a 1-covariant tensor. Hence T 1(V ) = V ∗.
Similarly, T1(V ) = V ∗∗ = V.

2. If V is an inner product space, then any inner product on V is a 2-covariant tensor (bilinear
real-valued mapping, i.e. a bilinear form).

3. The determinant is an n-covariant tensor on Rn.

Definition 4.7. The tensor product of tensors F ∈ T k
l (V ) and G ∈ T p

q (V ) is the tensor F ⊗ G ∈

T k+p
l+q (V ),

F ⊗G(v1, . . . , vk+p, ω
1, . . . , ωl+q) = F (v1, . . . , vk, ω

1, . . . , ωl)G(vk+1, . . . , vk+p, ω
l+1, . . . , ωl+q).

Lemma 4.8. If (v1, . . . , vn) is a basis for V and (ω1, . . . , ωn) the corresponding dual basis for V ∗

(ωi(vj) = δi
j), then tensors

ωi1 ⊗ · · ·ωik ⊗ vj1 ⊗ · · · ⊗ vjl
, 1 ≤ jp, iq ≤ n,

form a basis for T k
l (V ). In particular, dimT k

l (V ) = nk+l.

Proof. (Exerc.)

Remark 4.9. We noticed earlier that T1(V ) = V ∗∗ = V (i.e. every vector v ∈ V is a 1-contravariant
tensor) and T 1(V ) = V ∗ (i.e. every covector is a 1-covariant tensor). Thus

ωi1 ⊗ · · ·ωik ⊗ vj1 ⊗ · · · ⊗ vjl
∈ T k

l (V ),

i.e. it is a (k, l)-tensor.

4.10 Cotangent bundle

Earlier we defined the differential of a function f ∈ C∞(p) at p as the linear map dfp : TpM → R,

dfpv = vf, v ∈ TpM.

Hence dfp ∈ TpM
∗ (= the dual of TpM). We call TpM

∗ the cotangent space of M at p. If
(U, x), x = (x1, . . . , xn), is a chart at p and

(
(∂1)p, . . . , (∂n)p

)
is the basis for TpM formed by the
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coordinate vectors, then the differentials dxi
p, i = 1, . . . , n, at p of functions xi form the dual basis

for TpM
∗. Thus the differential of a function f ∈ C∞(p) at p is

dfp = (∂i)pfdx
i
p. (Exerc.) [Note: Einstein summation

We define the cotangent bundle TM∗ over M as the disjoint union of all cotangent spaces

TM∗ =
⊔

p∈M

TpM
∗.

It has a natural projection π : TM∗ → M, TpM
∗ ∋ ω 7→ p ∈ M. Sections of TM∗ are called covector

fields on M or (differential) 1-forms on M . In other words, they are mappings ω : M → TM∗ such
tha π ◦ ω = id. The differential of a function f ∈ C∞(M) is the covector field

df : M → TM∗, df(p) = dfp : TpM → R.

The geometric visualization of vector and covector fields. A vector field attach a vector
to each point liittää jokaiseen pisteeseen vektorin whereas a covector field ω attach to each point
p, where ωp 6= 0, a codimension 1 subspace of TpM (a hyperplane)

Kerωp = {v ∈ TpM : ωp(v) = 0}

and an affine (codimension 1) hyperplane

ω−1
p (1) = {v ∈ TpM : ωp(v) = 1}.

p

Ker ωp

ω−1
p (1)

Similarly to the case of the tangent bundle, we may prove that the cotangent bundle has a
canonical smooth structure. The set of all smooth covector fields is denoted by T 1(M) (or T 1

0 (M),
T ∗(M),T 0,1(M)).

If (U, x), x = (x1, . . . , xn), is a chart and ω is a covector field on U , there exist functions
ωi : U → R, i = 1, . . . , n, s.t.

ω = ωidx
i.

The functions ωi are called the component functions of ω with respect to (U, x). As in the case of
vector fields we have:

Lemma 4.11. Let ω be a covector field on M . Then the following are equivalent:

(a) ω ∈ T 1(M).

(b) the component functions of ω are smooth with respect all charts.

(c) If U ⊂ M is open and V ∈ T (U) is a smooth vector field in U , the function p 7→ ωp(Vp) is
smooth.

Proof. Exerc. [Cf. Lemma 3.3]
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4.12 Tensor bundles over M

Let M be a smooth manifold.

Definition 4.13. We define tensor bundles over M as disjoint unions:

1. k-covariant tensor bundle
T kM =

⊔

p∈M

T k(TpM),

2. l-contravariant tensor bundle
TlM =

⊔

p∈M

Tl(TpM), ja

3. (k, l)-tensor bundle
T k

l M =
⊔

p∈M

T k
l (TpM).

We identify:

T 0M = T0M = M × R,

T 1M = TM∗,

T1M = TM,

T k
0 M = T kM,

T 0
l M = TlM.

All tensor bundles have natural C∞ structures, so we can consider smooth sections. We say
that a section s : M → T k

l M is a (k, l)-tensor field (i.e. π ◦ s = idM , so s(p) ∈ T k
l (TpM)).

Similarly a smooth (k, l)-tensor field is a smooth section M → T k
l M. Similarly, we define (smooth)

k-covariant tensor fields and l-contravariant tensor fields. By our convention both 0-covariant and
0-contravariant tensors are real numbers, hence (smooth) 0-covariant tensor fields and (smooth)
0-contravariant tensor fields are (smooth) real-valued functions. We denote

T k(M) = {smooth sections of T kM}

= {smooth k-covariant tensor fields}

Tl(M) = {smooth sections of TlM}

= {smooth l-contravariant tensor fields}

T k
l (M) = {smooth sections of T k

l M}

= {smooth (k, l)-tensor fields}.

If (U, x), x = (x1, . . . , xn), is a chart and σ is a tensor field over U , we may write

σ = σi1···ik
dxi1 ⊗ · · · ⊗ dxik , if σ is a k-covariant tensor field,

σ = σj1···jl∂j1 ⊗ · · · ⊗ ∂jl
, if σ is an l-contravariant tensor field, and

σ = σj1···jl

i1···ik
dxi1 ⊗ · · · ⊗ dxik ⊗ ∂j1 ⊗ · · · ⊗ ∂jl

, if σ is a (k, l)-tensor field.

The functions σi1···ik
, σj1···jl and σj1···jl

i1···ik
are called the component functions of σ with respect to the

chart (U, x). We have again:



Introduction to differential geometry 57

Lemma 4.14. Let σ be a (k, l)-tensor field over M . Then the following are equivalent.

(a) σ ∈ T k
l (M).

(b) the component functions of σ are smooth with respect to every chart.

(c) If U ⊂ M is open and X1, . . . ,Xk ∈ T (U) are smooth vector fields on U and ω1, . . . , ωl ∈
T 1(M) are smooth covector fields on U , then the function

p 7→ σ
(
X1, . . . ,Xk, ω

1, . . . , ωl)
p

∈ R

is smooth.

Proof. Exerc. [Cf. Lemma 3.3]
"Pullback". Let f : M → N be a smooth mapping and k ∈ {0, 1, 2, . . .}. For every p ∈ M we

define a mapping (pullback)
f∗ : T k(Tf(p)N) → T k(TpM)

by setting

f∗S(v1, . . . , vk) = S(f∗v1, . . . , f∗vk), S ∈ T k(Tf(p)N), v1, . . . , vk ∈ TpM.

Furthermore, we define the “pullback" operation for (smooth) k-covariant tehsor fields: Let f : M →
N be smooth and let σ be a k-covariant tensor field on N . We define a k-covariant tensor field f∗σ
on M by setting

(f∗σ)p = f∗(σf(p)), p ∈ M.

In other words, if p ∈ M and v1, . . . , vk ∈ TpM, then

(f∗σ)p(v1, . . . , vk) = σf(p)(f∗v1, . . . , f∗vk).

Theorem 4.15. Let M,N,P be smooth manifolds, f : M → N and g : N → P smooth mappings,
σ ∈ T k(N), τ ∈ T l(N) and h ∈ C∞(N). Then

(a) f∗dh = d(h ◦ f).

(b) f∗(hσ) = (h ◦ f)f∗σ.

(c) f∗(σ ⊗ τ) = f∗σ ⊗ f∗τ.

(d) f∗σ ∈ T k(M).

(e) f∗ : T k(N) → T k(M) is linear.

(f) (g ◦ f)∗ = f∗ ◦ g∗.

(g) (idN )∗σ = σ.

Proof. Let us prove some claims.

(b) Let p ∈ M and v1, . . . , vk ∈ TpM. Then
(
f∗(hσ)

)
p
(v1, . . . , vk) = (hσ)f(p)(f∗v1, . . . , f∗vk)

= h
(
f(p)

)
σf(p)(f∗v1, . . . , f∗vk)

= (h ◦ f)(p)σf(p)(f∗v1, . . . , f∗vk)

=
(
(h ◦ f)f∗σ

)
p
(v1, . . . , vk).
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(f) Let β ∈ T k(P ). Then (g ◦ f)∗β ∈ T k(M). Similarly,

(f∗ ◦ g∗)β = f∗( g∗β︸︷︷︸
∈T k(N)

) ∈ T k(M).

Let p ∈ M and v1, . . . , vk ∈ TpM. Then

(
(g ◦ f)∗β

)
p
(v1, . . . , vk) = βg(f(p))

(
(g ◦ f)∗v1, . . . , (g ◦ f)∗vk

)

= βg(f(p))
(
g∗(f∗v1), . . . , g∗(f∗vk)

)

= (g∗β)f(p)(f∗v1), . . . , f∗vk)

=
(
f∗(g∗β)

)
p
(v1, . . . , vk)

=
(
(f∗ ◦ g∗)β

)
p
(v1, . . . , vk).

We leave the others as exercise.
Note: If f is not a diffeomorphism, we can not, in general, define a pullback operation for

l-contravariant tensor fields or (k, l)-tensor fields.

4.16 Symmetric tensors and tensor fields

Let T be a k-covariant tensor on V . We say that T is symmetric if

T (v1, . . . ,
i
vi, . . . ,

j
vj, . . . , vk) = T (v1, . . . ,

i
vj, . . . ,

j
vi, . . . , vk)

for all 1 ≤ i < j ≤ k. [Here the indices i and j over vectors indicate, of course, the positions of the
vectors.] We denote

Σk(V ) = {T ∈ T k(V ) : T symmetric}.

Clearly Σk(V ) is a subspace of T k(V ). We define a mapping, symmetrization, Sym: T k(V ) →
T k(V ),

SymT =
1
k!

∑

σ∈Sk

σT,

where Sk is the permutation group of {1, . . . , k} and σT is the k-covariant tensor

σT (v1, . . . , vk) = T
(
vσ(1), . . . , vσ(k)

)
.

Hence

Sym T (v1, . . . , vk) =
1
k!

∑

σ∈Sk

T
(
vσ(1), . . . , vσ(k)

)
.

The number of elements in Sk is k!, so Sym T is the “mean" of tensors σT over all permutations
σ ∈ Sk. Furthermore, we make a convention that τ (σT ) = τσT , where τσ(i) = τ(σ(i)).

Lemma 4.17. 1. Sym is a linear map T k(V ) → Σk(V ).

2. (Sym) ◦ (Sym) = Sym .

3. T ∈ Σk(V ) ⇐⇒ T = SymT.
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Proof. Clearly Sym is linear. Let T ∈ T k(V ). If τ ∈ Sk is an arbitrary permutation, then
SymT

(
vτ(1), . . . , vτ(k)

)
= τ (Sym T )(v1, . . . , vk) and

τ (Sym T ) = τ
( 1
k!

∑

σ∈Sk

σT
)

=
1
k!

∑

σ∈Sk

τ (σT
)

=
1
k!

∑

σ∈Sk

τσT =
1
k!

∑

η∈Sk

ηT

= SymT,

where η = τσ runs through all the elements in Sk along with σ. Since τ ∈ Sk was arbitrary, SymT
is symmetric. On the other hand, if T ∈ Σk(V ), then

T (v1, . . . , vk) = T
(
vσ(1), . . . , vσ(k)

)
∀σ ∈ Sk

⇒ k!T (v1, . . . , vk) =
∑

σ∈Sk

T
(
vσ(1), . . . , vσ(k)

)

⇒ T (v1, . . . , vk) =
1
k!

∑

σ∈Sk

T
(
vσ(1), . . . , vσ(k)

)
= SymT (v1, . . . , vk).

Hence
T ∈ Σk(V ) ⇒ T = SymT.

In particular,
Sym(SymT︸ ︷︷ ︸

∈Σk(V )

) = SymT.

On the other hand, if T = SymT, then T ∈ Σk(V ) since SymT is symmetric.
If S ∈ Σk(V ) and T ∈ Σl(V ), their tensor product need not be symmetric, S ⊗ T 6∈ Σk+l(V )

in general. We define the symmetric product of tensors S ∈ Σk(V ) and T ∈ Σl(V ) as ST =
Sym(S ⊗ T ) ∈ Σk+l(V ),

ST (v1, . . . , vk+l) =
1

(k + l)!

∑

σ∈Sk+l

S(vσ(1), . . . , vσ(k))T (vσ(k+1), . . . , vσ(k+l)).

A symmetric k-covariant tensor field over M is a k-covariant tensor field whose value at every point
p ∈ M is a symmetric tensor. Similarly, we define symmetric l-contravariant tensors and tensor
fields.

Example 4.18. The most important symmetric tensor field on M is so-called Riemannian metric.
It is a smooth symmetric 2-covariant tensor field g ∈ T 2(M) that is positive definite at every point
p ∈ M. Then the pair (M,g) is called a Riemannian manifold. Then for each p ∈ M

gp : TpM × TpM → R

is an inner product. Hence we can define the norm |v| = gp(v, v)1/2 of a vector v ∈ TpM and a
length of a C∞-path γ : [a, b] → M

ℓ(γ) =
∫ b

a
|γ̇t|dt.

The length of a piecewise C∞-path is the sum of the lengths of the pieces. Suppose that M is
connected and p, q ∈ M. Define

d(p, q) = inf
γ
ℓ(γ),
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where the infimum is taken over all piecewise C∞-paths joining p and q. Then d : M × M → R

satisfies the axioms of a metric and the topology determined by d is the same as the original
topology of M . By using a smooth partition of unity one can prove that there are Riemannian
metrics on every smooth manifold.

5 Differential forms

In this section we consider alternating covariant tensors and tensor fields. The sign of an alternating
tensor changes if two vectors are switched. Differential forms are alternating k-covariant tensor
fields. They are very important since, for example:

1. they can be integrated over manifolds and submanifolds independently of local representa-
tions;

2. they form a link between “analysis" and topology on a manifold (de Rham cohomology).

Furthermore, the classical differential operators like grad (gradient), div (divergence) and curl (curl)
as well as Green’s, Gauss’s and Stokes’s theorems can be presented using differential forms.

5.1 Exterior algebra, alternating tensors

We say that a k-covariant tensor T ∈ T k(V ) is alternating (antisymmetric or skew-symmetric) if

T (v1, . . . ,
i
vi, . . . ,

j
vj , . . . , vk) = −T (v1, . . . ,

i
vj, . . . ,

j
vi, . . . , vk)

for all 1 ≤ i < j ≤ k. We denote

Λk(V ) = {T ∈ T k(V ) : T alternating}

and call the elements of Λk(V ) k-covectors. Clearly Λk(V ) is a vector subspace of T k(V ). [Note:
In some books the notation Λk(V ∗) is used.]

We denote (σ(1), σ(2), . . . , σ(k)) = σ(1, . . . , k) if σ ∈ Sk. A permuation σ ∈ Sk is called trans-
position if it interchanges two elements and leaves all the others fixed. In other words,

σ(1, . . . ,
i
i, . . . ,

j
j, . . . , k) = (1, . . . ,

i
j, . . . ,

j
i, . . . , k)

for some 1 ≤ i < j ≤ k. A permutation σ is even (odd), denoted by sgn = +1 (sgn = −1), if it can
be expressed as a composition of even (odd) number of transpositions. Define a mapping, called
the alternating projection, Alt : T k(V ) → T k(V ),

AltT =
1
k!

∑

σ∈Sk

(sgn σ)(σT ), ts.

AltT (v1, . . . , vk) =
1
k!

∑

σ∈Sk

(sgn σ)T
(
vσ(1), . . . , vσ(k)

)
.

Lemma 5.2. 1. Alt is a linear mapping T k(V ) → Λk(V ).

2. (Alt) ◦ (Alt) = Alt .

3. T ∈ Λk(V ) ⇐⇒ T = AltT.
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Proof. Linearity is clear. Fix indices 1 ≤ i < j ≤ k. Let τ ∈ Sk,

τ(1, . . . ,
i
i, . . . ,

j
j, . . . , k) = (1, . . . ,

i
j, . . . ,

j
i, . . . , k),

so sgn τ = −1. Let T ∈ T k(V ). Then

AltT (v1, . . . ,
i
vj, . . . ,

j
vi, . . . , vk) = τ (AltT )(v1, . . . ,

i
vi, . . . ,

j
vj , . . . , vk),

and so

τ (Alt T ) = τ
( 1
k!

∑

σ∈Sk

(sgn σ)σT
)

= −τ
( 1
k!

∑

σ∈Sk

(sgn τ)(sgn σ)σT
)

= −
1
k!

∑

σ∈Sk

(sgn τσ)τÂťσT

= −
1
k!

∑

η∈Sk

(sgn η)ηT

= − AltT,

where η = τσ and sgn η = (sgn τ)(sgn σ). Hence AltT ∈ Λk(V ) ∀T ∈ T k(V ).
If T ∈ Λk(V ), then

T (v1, . . . , vk) = (sgn σ)T
(
vσ(1), . . . , vσ(k)

)
∀σ ∈ Sk,

so

AltT (v1, . . . , vk) =
1
k!

∑

σ∈Sk

(sgn σ)T
(
vσ(1), . . . , vσ(k)

)
︸ ︷︷ ︸

=T (v1,...,vk)

= T (v1, . . . , vk).

Hence
T ∈ Λk(V ) ⇒ AltT = T.

In particular, (Alt) ◦ (Alt) = Alt . Finally, if AltT = T, then T ∈ Λk(V ).

Example 5.3. 1. T ∈ T 0(V ) ⇒ AltT = T.

2. T ∈ T 1(V ) ⇒ AltT = T.

3. T ∈ T 2(V ) ⇒

AltT (v,w) =
1
2

(
T (v,w) − T (w, v)

)
.

4. T ∈ T 3(V ) ⇒

AltT (x, y, z) =
1
6

(
T (x, y, z) + T (y, z, x) + T (z, x, y) − T (y, x, z) − T (z, y, x) − T (x, z, y)

)
.
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Definition 5.4. If α ∈ T k(V ) and β ∈ T l(V ), their wedge product (or exterior product) is α ∧ β ∈
Λk+l(V ),

α ∧ β =
(k + l)!
k!l!

Alt(α⊗ β).

Thus

α ∧ β(v1, . . . , vk+l) =
1
k!l!

∑

σ∈Sk+l

(sgn σ)α
(
vσ(1), . . . , vσ(k)

)
β
(
vσ(k+1), . . . , vσ(k+l)

)
.

A permutation σ ∈ Sk+l, with

σ(1) < σ(2) < · · · < σ(k) ja σ(k + 1) < σ(k + 2) < · · · < σ(k + l),

is called s (k, l) shuffle. Denote the set of all (k, l)-shuffles by Sh(k, l).

k = 11 l = 9

Lemma 5.5. If α ∈ Λk(V ) and β ∈ Λl(V ), then

α ∧ β(v1, . . . , vk+l) =
∑

σ∈Sh(k,l)

(sgn σ)α
(
vσ(1), . . . , vσ(k)

)
β
(
vσ(k+1), . . . , vσ(k+l)

)
.

Proof. Exerc.

Theorem 5.6 (Properties of the wedge product). (a) Bilinearity:

(aα+ bβ) ∧ η = a(α ∧ η) + b(β ∧ η)

∀α, β ∈ T k(V ), η ∈ T l(V ), a, b ∈ R.

(b)
α ∧ β = (Altα) ∧ β = α ∧ (Alt β) ∀α ∈ T k(V ), β ∈ T l(V ).

(c) Anticommutativity:

α ∧ β = (−1)klβ ∧ α ∀α ∈ T k(V ), β ∈ T l(V ).

(d) Associativity:

α ∧ (β ∧ η) = (α ∧ β) ∧ η =
(k + l + p)!

k!l!p!
Alt(α⊗ β ⊗ η)

∀α ∈ T k(V ), β ∈ T l(V ), η ∈ T p(V ).
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(e) For all covector ω1, . . . , ωk and for all vectors v1, . . . , vk

ω1 ∧ · · · ∧ ωk(v1, . . . , vk) = det
[
ωj(vi)

]
.

Proof. (a): Bilinearity is clear.
(b): If τ ∈ Sk, then

Alt τT (v1, . . . , vk) =
1
k!

∑

σ∈Sk

(sgn σ)T
(
vστ(1), . . . , vστ(k)

)

=
1
k!

∑

σ∈Sk

(sgn τ)(sgn(στ))T
(
vστ(1), . . . , vστ(k)

)

= (sgn τ) Alt T (v1, . . . , vk).

Hence
Alt(τα) = (sgn τ) Altα.

We obtain

Alt
(
(Altα) ⊗ β

)
= Alt

( 1
k!

∑

σ∈Sk

(sgn σ)(σα⊗ β)
)

=
1
k!

∑

σ∈Sk

(sgn σ) Alt(σα⊗ β)

=
1
k!

∑

σ∈Sk

(sgn σ′) Alt σ′

(α⊗ β),

where σ′ ∈ Sk+l is a permutation s.t. σ′(1, . . . , k, k+1, . . . , k+ l) = (σ(1), . . . , σ(k), k+1, . . . , k+ l),
and thus sgnσ′ = sgn σ and σ′

(α⊗ β) = σα⊗ β. Since

Alt σ′

(α⊗ β) = (sgn σ′) Alt(α⊗ β),

we get

Alt
(
(Altα) ⊗ β

)
=

1
k!

∑

σ∈Sk

(sgn σ′)(sgn σ′)︸ ︷︷ ︸
=1

Alt(α⊗ β)

= Alt(α⊗ β).

Hence

α ∧ β =
(k + l)!
k!l!

Alt(α⊗ β)

=
(k + l)!
k!l!

Alt
(
(Altα) ⊗ β

)

= (Altα) ∧ β.

Similarly the other equation in (b).
(c): Let τ ∈ Sk+l,

τ(1, . . . , k + l) = (k + 1, . . . , k + l, 1, . . . , k),

so sgn τ = (−1)kl. Now

(α⊗ β)(v1, . . . , vk+l) = (β ⊗ α)
(
vτ(1), . . . , vτ(k+l)

)
,
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so α⊗ β = τ (β ⊗ α). Hence

Alt(α⊗ β) = (sgn τ) Alt(β ⊗ α) = (−1)kl Alt(β ⊗ α)

that implies (c).
(d):

α ∧ (β ∧ η) =
(k + l + p)!
k!(l + p)!

Alt
(
α⊗ (β ∧ η)

)

=
(k + l + p)!
k!(l + p)!

(l + p)!
l!p!

Alt
(
α⊗ Alt(β ⊗ η)

)

=
(k + l + p)!

k!l!p!
Alt(α⊗ β ⊗ η)

since Alt
(
α⊗ Alt(β ⊗ η)

)
= Alt

(
α⊗ (β⊗ η)

)
= Alt(α⊗ β ⊗ η). Computing similarly (α∧ β) ∧ η we

obtain (d).
(e): If αi ∈ T di(V ), we obtain by repeating the property (d) that

(5.7) α1 ∧ · · · ∧ αk =
(d1 + · · · + dk)!

d1! · · · dk!
Alt(α1 ⊗ · · · ⊗ αk).

In particular, in case di ≡ 1 we get

(5.8) ω1 ∧ · · · ∧ ωk = k! Alt(ω1 ⊗ · · · ⊗ ωk),

so

ω1 ∧ · · · ∧ ωk(v1, . . . , vk) = k!
1
k!

∑

σ∈Sk

(sgn σ)(ω1 ⊗ · · · ⊗ ωk)
(
vσ(1), . . . , vσ(k)

)

=
∑

σ∈Sk

(sgn σ)ω1(vσ(1)
)

· · ·ωk(vσ(k)
)

= det
[
ωj(vi)

]
.

Theorem 5.9. Let V be an n-dimensional and let {ω1, . . . , ωn} be a basis of V ∗. The the set

E = {ωi1 ∧ · · · ∧ ωik | 1 ≤ i1 < i2 < · · · < ik ≤ n}

of k-covectors forms a basis of Λk(V ). In particular,

dim Λk(V ) =

(
n

k

)
=

n!
k!(n − k)!

.

If k > n, then dim Λk(V ) = 0.

Proof. Let ω ∈ Λk(V ). In particular, ω ∈ T k(V ), so

ω = ωi1···ik
ωi1 ⊗ · · · ⊗ ωik

by Lemma 4.8. Since ω ∈ Λk(V ), we have

ω = Altω = ωi1···ik
Alt
(
ωi1 ⊗ · · · ⊗ ωik

)

(5.8)
=

(ωi1···ik

k!

)
ωi1 ∧ · · · ∧ ωik .
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If above ij = il for some j < l, the corresponding term

ωi1 ∧ · · · ∧ ωij ∧ · · · ∧ ωil ∧ · · · ∧ ωik = 0

because it is an alternating tensor. Hence we may assume that in every multi-index all numbers
i1, . . . , ik are different. Furthermore, for every multi-index i1 · · · ik there exists a permutation σ ∈ Sk

such that σ(i1) < σ(i2) < · · · < σ(ik), and so

ωi1 ∧ ωi2 ∧ · · · ∧ ωik = (sgn σ)ωσ(i1) ∧ ωσ(i2) ∧ · · · ∧ ωσ(ik).

Hence E spans Λk(V ). Suppose then that

ωi1···ik
ωi1 ∧ · · · ∧ ωik = 0.

Let {v1, . . . , vn} be the basis of V s.t. ωj(vi) = δj
i . Let 1 ≤ j1 < · · · < jk ≤ n, so

(5.10) ωi1···ik
ωi1 ∧ · · · ∧ ωik(vj1 , . . . , vjk

) = 0.

If il 6∈ {j1, . . . , jk}, it follows from (5.8) that

ωi1 ∧ · · · ∧ ωil ∧ · · · ∧ ωik(vj1, . . . , vjk
) = 0

since ωj(vi) = δj
i . Hence there remains only one term in the sum (5.10) and therefore also this term

must vanish, i.e.
ωj1···jk

(
ωj1 ∧ · · · ∧ ωjk(vj1 , . . . , vjk

)
)

= 0.

This is possible only if ωj1···jk
= 0 because

ωj1 ∧ · · · ∧ ωjk(vj1, . . . , vjk
) = det

[
δjl

jr

]
= det Ik = 1.

Hence the covectors in E are linearly independent, and therefore E forms a basis of Λk(V ). The
other cases are left as an exercise.

Corollary 5.11. If dimV = n, then dim Λn(V ) = 1. If (ω1, . . . , ωn) is a basis of V ∗, then ω1 ∧
· · · ∧ ωn spans Λn(V ).

5.12 Differential forms on manifolds

Recall that T kM is the bundle of k-covariants tensors over M . We denote by

ΛkM =
⊔

p∈M

Λk(TpM)

the bundle of alternating k-covariants tensors [ΛkM is a smooth subbundle of T kM ].
A differential k-form ω is a section of ΛkM :

M → ΛkM, p 7→ ωp ∈ Λk(TpM).

By our earlier convention a 0-covariant tensor is a real number, so a differential 0-form is a real-
valued function.

The exterior product of a differential k-form α and a differential l-form β is defined pointwise
by

(α ∧ β)p = αp ∧ βp, p ∈ M,
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so α ∧ β is a differential (k + l)-form.
If (U, x), x = (x1, . . . , xn), is a chart, then every differential k-form ω (in U) can be written (by

Theorem 5.9) in a form
ω =

∑

i1<···<ik

ωi1···ik
dxi1 ∧ · · · ∧ dxik .

Denote by Ak(M) the set of all smooth sections of ΛkM . [Other frequently used notations are
e.g. Ωk(M), Ek(M) and

∧k(M).] The pull-back of a differential form under a smooth mapping is
a special case of a pull-back of a k-covariant tensor field: If f : M → N is smooth ω is a differential
k-form on N , then f∗ω is the differential k-form on M defined by

(f∗ω)p(v1, . . . , vk) = ωf(p)(f∗v1, . . . , f∗vk).

Lemma 5.13. Let f : M → N be smooth. Then:

(a) f∗ : Ak(N) → Ak(M) is linear.

(b) f∗(α ∧ β) = (f∗α) ∧ (f∗β).

(c) If (U, y), y = (y1, . . . , yn), is a chart on N , then

f∗
( ∑

i1<···<ik

ωi1···ik
dyi1 ∧ · · · ∧ dyik

)
=

∑

i1<···<ik

(
ωi1···ik

◦ f
)
d
(
yi1 ◦ f

)
∧ · · · ∧ d

(
yik ◦ f

)
.

Proof. Exerc.
In the special case k = n = dimM = dimN we obtain from (c) the following important (change

of variables) formula.

Theorem 5.14. Let M and N be smooth n-manifolds and f : M → N a smooth mapping. Let
(U, x), x = (x1, . . . , xn), be a chart on M and (V, y), y = (y1, . . . , yn) a chart on N . If u is a
real-valued function on V , then in U ∩ f−1V we have:

(5.15) f∗(udy1 ∧ · · · ∧ dyn) = (u ◦ f)(detDf)dx1 ∧ · · · ∧ dxn,

where Df(p) is the matrix of f∗p with respect to bases {(∂/∂xi)p} and {(∂/∂yi)f(p)} (= the matrix
of (y ◦ f ◦ x−1)′(x(p)) with respect to the standard basis of Rn).

Proof. For every p ∈ U, dx1 ∧ · · · ∧ dxn spans Λn(TpM) (by Corollary 5.11), so it is enough
to show that both sides of (5.15) are equal for (∂/∂x1, . . . , ∂/∂xn). Write f j = yj ◦ f. By Lemma
5.13 (c),

f∗(udy1 ∧ · · · ∧ dyn) = (u ◦ f)df1 ∧ · · · ∧ dfn,

and further by Theorem 5.6,

df1 ∧ · · · ∧ dfn(∂/∂x1, . . . , ∂/∂xn) = det
(
df j(∂/∂xi)

)
= det

(∂f j

∂xi

)
= detDf.

Hence

f∗(udy1 ∧ · · · ∧ dyn)(∂/∂x1, . . . , ∂/∂xn) = (u ◦ f) detDf

=(u ◦ f)(detDf) (dx1 ∧ · · · ∧ dxn)(∂/∂x1, . . . , ∂/∂xn)︸ ︷︷ ︸
=1

.
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Example 5.16. Let ω ∈ A2(R2), ω = dx ∧ dy. We write ω in polar coordinates

{
x = r cos θ

y = r sin θ.

We get

ω = dx ∧ dy

= d(r cos θ) ∧ d(r sin θ)

= (cos θ dr − r sin θ dθ) ∧ (sin θ dr + r cos θ dθ)

= r cos2 θ dr ∧ dθ − r sin2 θ dθ ∧ dr

= r dr ∧ dθ

because dr ∧ dr = dθ ∧ dθ = 0 and dθ ∧ dr = −dr ∧ dθ by skew-symmetricity.

5.17 Exterior derivative

Next we define a differential operator, the so-called exterior derivative, that attach to a smooth
differential k-form α ∈ Ak(M) a smooth (k + 1)-form dα ∈ Ak+1(M). The form dα is called the
exterior derivative of α.

Theorem 5.18. Let M be a smooth manifold. For every integer k ≥ 0 there exists a unique
(R-)linear mapping d = dk

U : Ak(U) → Ak+1(U), U ⊂ M open, satisfying the following:

(i) d is ∧-antiderivation: If α ∈ Ak(U) and β ∈ Al(U), then

d(α ∧ β) = dα ∧ β + (−1)kα ∧ dβ.

(ii) If k = 0, then d is the differential

d : C∞(U)︸ ︷︷ ︸
=A0(U)

→ A1(U), f 7→ df.

(iii) d2 = d ◦ d = 0.

(iv) d commutes with the restriction: If V ⊂ U ⊂ M are open and α ∈ Ak(U), then d(α|V ) =
(dα)|V.

The condition (iv) means that d is a local operator.
Proof. Let us first prove the uniqueness:

Suppose that there exists an operator d that satisfies conditions (i)–(iv). Let (U, x), x = (x1, . . . , xn),
be a chart. It follows from (iii) and (ii) that

d(dxi) = 0,

for the differential dxi of a coordinate function xi since xi ∈ A0(U) = C∞(U). Let

α =
∑

1≤i1<···<ik≤n

αi1···ik
dxi1 ∧ · · · ∧ dxik .
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Since d(dxi) = 0, it follows from (i) that

d
(
dxi1 ∧ · · · ∧ dxik

)
= 0.

Hence by (i) and (ii)

(5.19) dα =
∑

1≤i1<···<ik≤n

(dαi1···ik
) ∧ dxi1 ∧ · · · ∧ dxik .

This means that d is uniquely determined in U by conditions (i)–(iii) and hence in the whole M
by condition (iv).
To prove the existence we define d in every chart (U, x) by the formula (5.19). Clearly such d is
R-linear and satisfies (ii). To verify (i) we may assume, by linearity of d, that

α = f dxi1 ∧ · · · ∧ dxik and β = g dxj1 ∧ · · · ∧ dxjl .

Then
α ∧ β = fg dxi1 ∧ · · · ∧ dxik ∧ dxj1 ∧ · · · ∧ dxjl ,

so by (5.19)

d(α ∧ β) = d(fg) ∧ dxi1 ∧ · · · ∧ dxik ∧ dxj1 ∧ · · · ∧ dxjl

= (gdf + fdg) ∧ dxi1 ∧ · · · ∧ dxik ∧ dxj1 ∧ · · · ∧ dxjl

= df ∧ dxi1 ∧ · · · ∧ dxik

︸ ︷︷ ︸
=dα

∧g dxj1 ∧ · · · ∧ dxjl + (−1)kf dxi1 ∧ · · · ∧ dxik ∧ dg ∧ dxj1 ∧ · · · ∧ dxjl

︸ ︷︷ ︸
=dβ

= dα ∧ β + (−1)kα ∧ dβ.

To check the condition (iii) it suffices to show that d(dα) = 0 is

α = f dxi1 ∧ · · · ∧ dxik .

For every f ∈ A0(U)

df =
n∑

i=1

∂f

∂xi
dxi,

so

d(dα) = d
( n∑

i=1

∂f

∂xi
dxi ∧ dxi1 ∧ · · · ∧ dxik

)

=
n∑

i=1

d
( ∂f
∂xi

dxi ∧ dxi1 ∧ · · · ∧ dxik
)

=
n∑

i=1

d
( ∂f
∂xi

)
∧ dxi ∧ dxi1 ∧ · · · ∧ dxik

=
n∑

i=1

n∑

j=1

∂2f

∂xj∂xi
dxj ∧ dxi ∧ dxi1 ∧ · · · ∧ dxik .

Hence
d(dα) = 0,
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since
∂2f

∂xj∂xi
=

∂2f

∂xi∂xj
and dxj ∧ dxi = −dxi ∧ dxj.

We have proven that in every chart (U, x) the formula (5.19) defines d = dU that satisfies conditions
(i)–(iii). It remains to prove that these “local” ds defines d in every open subset of M and that
(iv) holds. It is enough to verify that the definition is independent of a chart. Suppose that d̃ is
another operator defined by (5.19) in a chart (V, y), where U ∩V 6= ∅. Since also d̃ satisfies (i)–(iii),
then d = d̃ in U ∩ V by the local uniqueness.

Theorem 5.20. Let f : M → N be smooth. Then for every α ∈ Ak(N)

(5.21) f∗(dα) = d(f∗α).

Proof. By locality and linearity it is enough to verify (5.21) in an arbitrary chart (V, y), y =
(y1, . . . , yn), of N for a differential k-form

α = u dyi1 ∧ · · · ∧ dyik ,

where u ∈ A0(V ). Then

f∗α = (u ◦ f)d(yi1 ◦ f) ∧ · · · ∧ d(yik ◦ f),

d(f∗α) = d(u ◦ f) ∧ d(yi1 ◦ f) ∧ · · · ∧ d(yik ◦ f),

dα = du ∧ dyi1 ∧ · · · ∧ dyik ,

f∗(dα) = f∗du ∧ f∗dyi1 ∧ · · · ∧ f∗dyik

= d(u ◦ f) ∧ d(yi1 ◦ f) ∧ · · · ∧ d(yik ◦ f).

Theorem 5.22. If ω ∈ A1(M) and X,Y ∈ T (M), then

(5.23) dω(X,Y ) = X
(
ω(Y )

)
− Y

(
ω(X)

)
− ω

(
[X,Y ]

)
.

Proof. Every smooth differential 1-form can be expressed locally as a sum of 1-forms u dv,
where u and v are smooth real-valued functions. Thus it suffices to assume that

ω = u dv.

Let X and Y be smooth vector fields. Then the left-hand side of (5.23) is

d(u dv)(X,Y ) = du ∧ dv(X,Y ) = du(X)dv(Y ) − dv(X)du(Y ) = (Xu)(Y v) − (Xv)(Y u),

and the right-hand side

X
(
u dv(Y )

)
− Y

(
u dv(X)

)
− u dv

(
[X,Y ]

)

=X(uY v) − Y (uXv) − u[X,Y ]v

=
(
(Xu)(Y v) + uX(Y v)

)
−
(
(Y u)(Xv) + uY (Xv)

)
− u

(
X(Y v) − Y (Xv)

)

= (Xu)(Y v) − (Xv)(Y u).

Theorem 5.22 is a special case of the following that could be used to define the exterior derivative.
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Theorem 5.24. If ω ∈ Ak(M) and X1, . . . ,Xk+1 ∈ T (M), then

dω(X1, . . . ,Xk+1) =
k+1∑

i=1

(−1)i−1Xi
(
ω(X1, . . . , X̂i, . . . ,Xk+1

)

+
∑

1≤i<j≤k+1

(−1)i+jω
(
[Xi,Xj ],X1, . . . , X̂i, . . . , X̂j , . . . ,Xk+1

)
,

where X̂ indicates an omitted vector.

Proof. Omitted (see e.g. Lee [L2]).

Definition 5.25. We say that a differential form α ∈ Ak(M) is

closed if dα = 0 and

exact if α = dβ for some β ∈ Ak−1(M).

Since d ◦ d = 0, every exact form is closed. The converse is not true in general. The answer to
the question when every closed p-form on M is exact depends, in fact, on topological properties of
M and not at all on the smooth structure of M . Denote

Zp(M) = Ker [d : Ap(M) → Ap+1(M)]

= {closed p-forms on M},

Bp(M) = Im [d : Ap−1(M) → Ap(M)]

= {exact p-forms on M}.

Let us make a convention that Ap(M) is a trivial vector space if p < 0 or p > dimM. The vector
space (quotient space)

Hp
dR(M) =

Zp(M)
Bp(M)

is called the pth de Rham cohomology group of M . Its elements are the equivalence classes [ω] of
closed p-forms. Closed forms ω and ω′ are equivalent (i.e. belong to the same equivalence class) if
ω − ω′ is exact. Now every closed p-form on M is exact if and only if Hp

dR(M) = 0. The following
de Rham theorem gives the connection to the topology of M : For every smooth manifold M and
non-negative integer p, the de Rham cohomology group Hp

dR(M) is isomorphic with the singular
cohomology group Hp(M,R) (see e.g. the books by Lee [L2] or Bredon [Br]).

Definition 5.26 (Interior multiplication). Let V be a finite dimensional vector space and X ∈ V.
We say that the linear mapping iX : Λk(V ) → Λk−1(V ),

iXω(Y1, . . . , Yk−1) = ω(X,Y1, . . . , Yk−1),

is the interior multiplication (or contraction) with X. If k = 0, we make a convention that iXω = 0.
We also denote

Xyω = iXω.

Similarly, if X ∈ T (M) and ω ∈ Ak(M), we define iXω ∈ Ak−1(M) pointwise by setting

(iXω)p = iXpωp, p ∈ M.

Theorem 5.27. Let X ∈ T (M). Then:
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(i) iX : Ak(M) → Ak−1(M) is C∞(M)-linear:

iX(fα+ gβ) = fiXα+ giXβ, f, g ∈ C∞(M), α, β ∈ Ak(M).

(ii) iX ◦ iX = 0.

(iii) iX is a ∧-antiderivation:

iX(α ∧ β) = (iXα) ∧ β + (−1)kα ∧ (iXβ), α ∈ Ak(M).

(iv) ifXω = fiXω if f ∈ C∞(M).

(v) iXdf = Xf if f ∈ C∞(M).

Proof. (iii): Let β ∈ Al(M). Denote Xk+l = X, so

iX(α ∧ β)(X1,X2, . . . ,Xk+l−1) = (α ∧ β)(Xk+l︸ ︷︷ ︸
=X

,X1, . . . ,Xk+l−1)

= (−1)k+l−1α ∧ β(X1, . . . ,Xk+l)

=
(−1)k+l−1

k!l!

∑

σ̃∈Sk+l

(sgn σ̃)α(Xσ̃(1), . . . ,Xσ̃(k))β(Xσ̃(k+1), . . . ,Xσ̃(k+l)).

On the other hand,

(iXα) ∧ β(X1,X2, . . . ,Xk+l−1)

=
1

(k − 1)!l!

∑

σ∈Sk+l−1

(sgn σ)iXα(Xσ̃(1), . . . ,Xσ̃(k−1))β(Xσ̃(k), . . . ,Xσ̃(k+l−1))

=
k

k!l!

∑

σ∈Sk+l−1

(sgn σ)α(Xk+l,Xσ̃(1), . . . ,Xσ̃(k−1))β(Xσ̃(k), . . . ,Xσ̃(k+l−1))

and

α ∧ iXβ(X1,X2, . . . ,Xk+l−1)

=
1

k!(l − 1)!

∑

σ∈Sk+l−1

(sgn σ)α(Xσ̃(1), . . . ,Xσ̃(k))iXβ(Xσ̃(k+1), . . . ,Xσ̃(k+l−1))

=
l

k!l!

∑

σ∈Sk+l−1

(sgn σ)α(Xσ̃(1), . . . ,Xσ̃(k))β(Xk+l,Xσ̃(k+1), . . . ,Xσ̃(k+l−1)).

Denote Si
k+l = {σ̃ ∈ Sk+l : σ̃(i) = k + l}. Then

iX(α ∧ β)(X1,X2, . . . ,Xk+l−1)

=
(−1)k+l−1

k!l!

( k∑

i=1

∑

σ̃∈Si
k+l

(sgn σ̃)α(Xσ̃(1), . . . ,
i

Xk+l, . . . ,Xσ̃(k))β(Xσ̃(k+1), . . . ,Xσ̃(k+l))

+
l∑

j=1

∑

σ̃∈Sk+j
k+l

(sgn σ̃)α(Xσ̃(1), . . . ,Xσ̃(k))β(Xσ̃(k+1), . . . ,
j

Xk+l, . . . ,Xσ̃(k+l))
)
.
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For every σ̃ ∈ Si
k+l define σ ∈ Sk+l−1 by setting

σ(j) =

{
σ̃(j), 1 ≤ j ≤ i− 1

σ̃(j + 1), i ≤ j ≤ j + k − 1.

Conversely, for any given σ ∈ Sk+l−1 there is a unique σ̃ ∈ Si
k+l s.t. the above holds. On the other

hand, σ ∈ Sk+l−1 can be interpreted as the element of Sk that keeps (k + l) fixed. The sign sgn σ
is the same in both interpretations. If σ and σ̃ correspond to each other in the way above, then

σ(1, . . . , k + l) = (σ̃(1), . . . , σ̃(i− 1), σ̃(i+ 1), . . . , σ̃(k + l), k + l)

= σi(σ̃(1), . . . , σ̃(i− 1),
k+l

σ̃(i), σ̃(i+ 1), . . . , σ̃(k + l)),

where σi ∈ Sk+l,

σi(1, . . . , k + l) = (1, . . . , i− 1, i+ 1, . . . , k + l, i), sgn σi = (−1)k+l−i.

So sgn σ̃ = (−1)k+l−i sgnσ. We obtain

∑

σ̃∈Si
k+l

(sgn σ̃)α(Xσ̃(1), . . . ,
i

Xk+l, . . . ,Xσ̃(k))β(Xσ̃(k+1), . . . ,Xσ̃(k+l))

∑

σ∈Sk+l−1

(−1)k+l−i(sgn σ)α(Xσ(1) , . . . ,Xσ(i−1),
i

Xk+l,Xσ(i), . . . ,Xσ(k−1))β(Xσ(k), . . . ,Xσ(k+l−1))

= (−1)k+l−i(−1)i−1

︸ ︷︷ ︸
=(−1)k+l−1

∑

σ∈Sk+l−1

(sgn σ)α(Xk+l,Xσ(1), . . . ,Xσ(k−1))β(Xσ(k), . . . ,Xσ(k+l−1)).

We do the same for all 1 ≤ i ≤ k to obtain

k∑

i=1

∑

σ̃∈Si
k+l

(sgn σ̃)α(Xσ̃(1), . . . ,
i

Xk+l, . . . ,Xσ̃(k))β(Xσ̃(k+1), . . . ,Xσ̃(k+l))

k(−1)k+l−1
∑

σ∈Sk+l−1

(sgn σ)α(Xk+l,Xσ(1), . . . ,Xσ(k−1))β(Xσ(k), . . . ,Xσ(k+l−1)).

Similarly we conclude that

l∑

j=1

∑

σ̃∈Sk+j
k+l

(sgn σ̃)α(Xσ̃(1), . . . ,Xσ̃(k))β(Xσ̃(k+1), . . . ,
j

Xk+l, . . . ,Xσ̃(k+l))

= l(−1)k+l−1
∑

σ∈Sk+l−1

(sgn σ)α(Xσ(1) , . . . ,Xσ(k))β(Xk+l,Xσ(k+1), . . . ,Xσ(k+l−1)).

Hence (iii) holds.
The other cases are left as an exercise.
Lie derivatives of tensor fields. Using the flow of a vector field X we may define Lie

derivatives of smooth tensor fields with respect to X. We consider only k-covariant tensor fields.
Let τ ∈ T k(M) be a smooth k-covariant tensor field, X ∈ T (M) and let θ be the flow of X. If

p ∈ M and |t| is small enough, θt is a diffeomorphism between some neighborhoods of p and θ(t, p).
Hence we can define the Lie derivative of τ with respect to X pointwise as the limit

(LXτ)p = lim
t→0

(θ∗
t τ)p − τp

t
=

d

dt
(θ∗

t τ)p|t=0 .
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It turns out that, indeed, the limit above exists at every point p and the mapping p 7→ (LXτ)p is
a smooth k-covariant tensor field.

Theorem 5.28. Suppose that X,Y ∈ T (M) are smooth vector fields, f ∈ C∞(M), σ and τ are
smooth covariant vector fields, and ω and η are smooth differential forms. Then

(a) LXf = Xf.

(b) d
(
LXω

)
= LX(dω).

(c) LX(fσ) = (LXf)σ + fLXσ.

(d) LX(σ ⊗ τ) = (LXσ) ⊗ τ + σ ⊗ (LXτ).

(e) LX(ω ∧ η) = (LXω) ∧ η + ω ∧ (LXη).

(f) LX(iY ω) = i(LX Y )ω + iY (LXω).

(g) If σ ∈ T k(M) and Y1, . . . , Yk ∈ T (M), then

LX
(
σ(Y1, . . . , Yk)

)
=
(
LXσ

)
(Y1, . . . , Yk) + σ(LXY1, Y2, . . . , Yk)+

· · · + σ(Y1, . . . , Yk−1, LXYk).

(h) LfXω = fLXω + df ∧ iXω.

Proof. We will prove some claims.
(b): Since the exterior derivative is linear, we obtain by Theorem 5.20 that

d
(
LXω

)
= d

(
lim
t→0

1
t

(
θ∗

tω − ω
))

= lim
t→0

1
t

(
d
(
θ∗

tω
)

− dω
)

= lim
t→0

1
t

(θ∗
t (dω) − dω)

= LX(dω).

As an example we prove (c):
Let σ ∈ T k(M), f ∈ C∞(M), p ∈ M , and v1, . . . , vk ∈ TpM. Then

(LX(fσ))p (v1, . . . , vk) = lim
t→0

1
t

((
θ∗

t (fσ)
)

p
− (fσ)p

)
(v1, . . . , vk)

= lim
t→0

1
t

(
(fσ)θ(t,p)

(
θp

t∗v1, . . . , θ
p
t∗vk

)
− (fσ)p(v1, . . . , vk)

)

= lim
t→0

1
t

(
(f ◦ θp)(t)σθ(t,p)

(
θp

t∗v1, . . . , θ
p
t∗vk

)
− (f ◦ θp)(0)σp(v1, . . . , vk)

)

= lim
t→0

1
t

(ϕ(t)ψ(t) − ϕ(0)ψ(0))

= ϕ(0)ψ′(0) + ϕ′(0)ψ(0),

where

ϕ(t) = (f ◦ θp)(t), ϕ(0) = f(p), ϕ′(0) = Xpf,

ψ(t) = (θ∗
tσ)p (v1, . . . , vk), ψ(0) = σp(v1, . . . , vk), and ψ′(0) = (LXσ)p (v1, . . . , vk).

Other cases are left as an exercise.
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Theorem 5.29 (Cartan’s magic formula). Let X ∈ T (M) and let ω ∈ Ak(M). Then

(5.30) LXω = iXdω + diXω.

Proof. We prove the claim by induction with respect to k. For k = 0 Theorems 5.27 (v) and
5.28 (a) imply that

LXf = Xf = iXdf.

[Note: By our convention iXf = 0 for smooth functions f.]
Next we prove (5.30) for smooth 1-forms. By linearity and locality we may assume that

ω = u dv,

where u and v are smooth functions. Now

LX(u dv) = uLXdv + (LXu)dv = u d(LXv) + (Xu)dv = ud(Xv) + (Xu)dv

and

iXd(udv) + diX(udv) = iX(du ∧ dv) + d
(
(

=0︷︸︸︷
iXu) ∧ dv + uiXdv

)

= (iXdu) ∧ dv − du ∧ (iXdv) + d(uXv)

= (Xu)dv − (Xv)du + ud(Xv) + (Xv)du

= ud(Xv) + (Xu)dv.

Hence (5.30) holds for k = 1. Suppose that (5.30) holds for all smooth l-forms, where l < k and
k > 1. Let ω ∈ Ak(M) and write it locally as

ω =
∑

i1<···<ik

ωi1···ik
dxi1 ∧ · · · ∧ dxik .

Denote
αi1···ik

= ωi1···ik
dxi1

and
βi1···ik

= dxi2 ∧ · · · ∧ dxik .

Now we see that ω can be written as a sum of terms α ∧ β, where α is a smooth 1-form and β a
smooth (k− 1)-form. It is enough to verify the formula for such term. By the induction hypothesis
and by Theorem 5.28 (e) the left-hand side of (5.30) is

LX(α ∧ β) = (LXα) ∧ β + α ∧ (LXβ)

=
(
iXdα+ diXα

)
∧ β + α ∧

(
iXdβ + diXβ

)
.

Furthermore, both d and iX are ∧-antiderivations, so the right-hand side of (5.30) is

iXd(α ∧ β) + diX(α ∧ β) = iX
(
dα ∧ β − α ∧ dβ

)
+ d

(
(iXα) ∧ β − α ∧ iXβ

)

= (iXdα) ∧ β + dα ∧ iXβ − (iXα) ∧ dβ + α ∧ iXdβ

+ (diXα) ∧ β + iXα ∧ dβ − dα ∧ iXβ + α ∧ diXβ

=
(
iXdα+ diXα

)
∧ β + α ∧

(
iXdβ + diXβ

)

= LX(α ∧ β).
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6 Integration of differential forms

Let U ⊂ M be open and let ω be a differential form on U . Define the support of ω as

suppω = U ∩ {p ∈ U : ωp 6= 0}.

Suppose then that U ⊂ Rn is open and ω is a continuous compactly supported differential n-form
in U , i.e. supp ⊂ U is compact. Then

ω = u(x)dx1 ∧ · · · ∧ dxn, x = (x1, . . . , xn) ∈ Rn,

where u : U → R is continuous and compactly supported (u ∈ C0(U)). Define
∫

U
ω =

∫

Rn
ω =

∫

Rn
u(x)dx,

where we have Riemann integral on the right-hand side. [In fact, it is enough to assume that u
is Lebesgue integrable over Rn and there is Lebesgue integral on the right-hand side.] Let then
f : W → U be a diffeomorphism, where W ⊂ Rn is open. Suppose that U and W are connected.
By the “change of variables fromula” (5.15),

f∗ω = (detDf)(u ◦ f)dx1 ∧ · · · ∧ dxn.

Using change of variables in Riemann (Lebesgue) integral we obtain
(6.1)∫

Rn
f∗ω =

∫

W
f∗ω =

∫

W
(u ◦ f)(x) detDf(x)dx = sgn detDf(x)

∫

U
u(y)dy = sgn detDf(x)

∫

Rn
ω.

Note that the sign of detDf can not change in U since f is a diffeomorphism (detDf 6= 0) and U
is connected.

Suppose then that M is an oriented differentiable n-manifold. Let {(Uα, xα)} be an orientation,
that is, a smooth atlas such that for every α and β for which Uα ∩Uβ 6= ∅, the Jacobian determinant
of xβ ◦ x−1

α is positive at every point q ∈ xα(Uα ∩ Uβ):

det
(
xβ ◦ x−1

α

)′
(q) > 0, ∀q ∈ xα(Uα ∩ Uβ).

Let (U,ϕ), ϕ : U → W ⊂ Rn, be a chart in the orientation of M . Suppose that ω is a continuous
differential n-form whose support suppω ⊂ U is compact. Then (ϕ−1)∗ω is a continuous compactly
supported differential n-form in W . We define

(6.2)
∫

M
ω =

∫

Rn
(ϕ−1)∗ω.

Let (V,ψ), ψ : V → W̃ , be another chart in the orientation of M s.t. suppω ⊂ V. Then suppω ⊂
U ∩ V, so we may assume (to simplify notation) that U = V. Now f = ψ ◦ ϕ−1 : W → W̃ is
a diffeomorphism whose Jacobian determinant is positive in W . Since ϕ−1 = ψ−1 ◦ f, we have
(ϕ−1)∗ = f∗ ◦ (ψ−1)∗, and therefore

∫

Rn
(ϕ−1)∗ω =

∫

Rn
f∗ ◦ (ψ−1)∗ω =

∫

Rn
f∗((ψ−1)∗ω

)
=
∫

Rn
(ψ−1)∗ω

by (6.1). We conclude that the definition (6.2) is independent of the choice of the chart (within
the orientation).

Next we want to define the integral over M of an arbitrary compactly supported continuous
differential n-form.
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6.3 Smooth partition of unity

Let X be a topological space. We say that a collection U ⊂ P(X) is locally finite if every point of
X has a neighborhood that intersects at most finitely many members of U .

Definition 6.4 (Partition of unity). Let X be a topological space and F = {Uα : α ∈ A} an open
cover of X. A collection {ψi : i ∈ I} of continuous functions ψi : X → R is a partition of unity
subordinate to F if

(a) 0 ≤ ψi(x) ≤ 1 for all i ∈ I and x ∈ X,

(b) ∀i ∈ I ∃α ∈ A s.t. suppψi ⊂ Uα,

(c) {suppψi}i∈I is locally finite,

(d)
∑

i∈I ψi(x) = 1 for every x ∈ X.

The index set I can be arbitrary, in particular, it may be uncountable. By the condition (c)
every y ∈ X has a neighborhood where the sum in (d) has only finitely many non vanishing terms.
Hence there is no problem with the sum.

If M is a smooth manifold and each ψi is smooth, we call {ψi} a smooth partition of unity.
Let U be an open cover of X. We say that an open cover V is a refinement of U if for every

V ∈ V there exists U ∈ U such that V ⊂ U. A topological space X is paracompact if X is Hausdorff
and every open cover of X has a locally finite refinement.

Lemma 6.5. Every topological manifold has a countable, locally finite open cover {Vj}j∈N by
precompact sets Vj. Furthermore, the sets Vj can be chosen such that i ∈ {j − 1, j, j + 1} if
Vj ∩ Vi 6= ∅.

Proof. Let M be a topological manifold and let {Bj}j∈N be a countable cover where every Bj

is precompact (see Theorem 0.20). Next we prove that M has a countable cover {Uj}j∈N s.t. for
every j ∈ N

(a) Uj is open and precompact,

(b) Ūj ⊂ Uj+1,

(c) Bj ⊂ Uj .

Denote U1 = B1. Suppose that there exist sets Uj , j = 1, . . . , k, satisfying (a)–(c). Since Ūk is
compact and {Bj} is an open cover of M , there exists mk ∈ N s.t.

Ūk ⊂ B1 ∪B2 ∪ · · · ∪Bmk
.

We set Uk+1 = B1 ∪ B2 ∪ · · · ∪ Bmk
. Then (a) and (b) hold for the index j = k + 1, too. By

increasing mk if needed we may assume that mk ≥ k + 1, so Bk+1 ⊂ Uk+1 and (c) holds for the
index j = k+1. We have proven by induction that there exists a countable family {Uj}j∈N satisfying
(a)–(c). Furthermore, it follows from (c) that {Uj}j∈N is an open cover of M since {Bj}j∈N is a
cover of M . Finally we form a countable, locally finite open cover {Vj}j∈N by precompact sets by
setting V1 = U3 and Vj = Uj+2 \ Ūj when j ≥ 2. Then every V̄j is compact since it is a closed subset
of a compact set Ūj+2. If p ∈ M, let k be the smallest positive integer such that p ∈ Uk+2. Then
p ∈ Vk and Vk intersects only with Vk−1, Vk, and Vk+1. Hence {Vj}j∈N is locally finite.
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Theorem 6.6. Let M be a smooth n-manifold. Every open cover of M has a countable, locally
finite refinement {Wi}i∈N such that

(i) there exist diffeomorphisms ϕi : Wi → Bn(0, 3) ⊂ Rn and

(ii) the sets Ui = ϕ−1
i Bn(0, 1) cover M .

In particular, M is paracompact.

Proof. Let X be an arbitrary open cover of M and let {Vj}j∈N be a countable, locally finite
open cover of M by precompact sets given by Lemma 6.5. For every p ∈ M let

W ′
p =

⋂

Vj∋p

Vj.

Since X is an open cover of M , p ∈ Xp for some Xp ∈ X . Denote W ′′
p = W ′

p ∩ Xp, so each
W ′′

p ⊂ X for some X ∈ X . Let (U,ϕ) be a chart at p such that ϕ(p) = 0. We may assume that
Bn(0, 3) ⊂ ϕ(U ∩ W ′′

p ). Denote Wp = ϕ−1Bn(0, 3) and Up = ϕ−1Bn(0, 1). The family {Up : p ∈

V̄k} is an open cover of V̄k for every k. Since V̄k is compact, it can be covered by finitely many
such U1

k , . . . , U
mk

k . Let (W 1
k , ϕ

1
k), . . . , (Wmk

k , ϕmk

k ) be the corresponding charts. Then the family
{W i

k : k ∈ N, i ∈ {1, . . . ,mk}} is a countable open cover of M that is a refinement of X and satisfies
the conditions (i) and (ii). Next we prove that {W i

k}k,i is locally finite. It is enough to show that
each W i

k intersects at most finitely many W i′

k′ . Assume on the contary that there are indices k0

and i0 such that W i0
k0

∩W i
k 6= ∅ for infinitely many W i

k. For every k there exist only mk sets W i
k, so

there must be infinitely many k such that W i0
k0

∩W i
k 6= ∅. By the construction W i0

k0
⊂ Vj0 for some

j0 and each W i
k ⊂ Vj for some j, so there exists Vj that contain W i

k for infinitely many k. On the
other hand, W i

k ∩ Vk 6= ∅, so Vj intersects infinitely many Vk. This leads to a contradiction since
each Vj intersects only Vj−1, Vj , and Vj+1.

Theorem 6.7. Let M be a smooth manifold and U = {Uα : α ∈ A} an arbitrary open cover of M .
Then there exists a smooth partition of unity {ψi : i ∈ N} subordinate to U .

Proof. Let U = {Uα : α ∈ A} be an open cover of M and {Wi}i∈N a locally finite refinement
of U such that conditions (i) and (ii) in Theorem 6.6 hold. Let fi : M → R be a smooth function
such that 0 ≤ fi ≤ 1, fi ≡ 1 in Ui, and supp fi ⊂ Wi (see below). Define functions ψi : M → R,

ψi =
fi∑
j fj

.

Since {Wi} is locally finite, each point of M has a neighborhood where the sum
∑

j fj (in the
denominator) has only finitely many non-vanishing term. Furthermore,

∑
j fj(x) ≥ 1 for every x

since {Ui} covers M . Hence ψi ∈ C∞(M), 0 ≤ ψi ≤ 1, suppψi ⊂ Wi, and
∑

i ψi(x) = 1 for every
x ∈ M. Let us prove next the existence of such fi. First we notice that functions f : R → R,

f(t) =

{
e−1/t, t > 0,

0, t ≤ 0,

and h : R → R,

h(t) =
f(2 − t)

f(2 − t) + f(t− 1),
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are smooth (exerc.). Furthermore, h(t) = 1 ∀t ≤ 1, h(t) = 0 ∀t ≥ 2 and 0 ≤ h(t) ≤ 1 ∀t ∈ R.
Hence the function H : Rn → R, H(x) = h(|x|), is smooth, 0 ≤ H(x) ≤ 1 ∀x ∈ Rn, H(x) = 1 ∀x ∈
B̄n(0, 1) and suppH ⊂ B̄n(0, 2). Finally, we define functions fi : M → R by setting

fi(p) =

{
H(ϕi(p)), p ∈ Wi,

0, p ∈ M \ W̄i.

6.8 Integration of a differential n-form

Let M be oriented and let ω be an arbitrary continuous, compactly supported differential n-form on
M . Let U = {Uα} be an orientation of M and {fi : i ∈ I} a smooth partition of unity subordinate
to U .

Define ∫

M
ω =

∑

i∈I

∫

M
fiω.

In the sum there are only finitely many (non-vanishing) terms since suppω is compact and {supp fi}
is locally finite. Let us prove that the definition above is independent of the choices of an atlas
and a partition of unity if the chosen atlases define the same orientation. Let V = {Vβ} be another
atlas that determines the same orientation as {Uα} and let {gj : j ∈ J} be a smooth partition of
unity subordinate to V. Then

fi = fi

∑

j∈J

gj =
∑

j

figj ,

so ∫

M
fiω =

∑

j

∫

M
figjω

and, furthermore,
∫

M
ω =

∑

i

∫

M
fiω =

∑

i

∑

j

∫

M
figjω

=
∑

j

∑

i

∫

M
figjω =

∑

j

∫

M
gjω

as it should be. It is worth noticing that
∫

M
figjω

is related to the atlas {Uα} when appearing on the first line above and to the atlas {Vβ} when
appearing on the second line. These integrals are the same since both atlases determine the same
orientation.

The change of variables formula generalizes as follows: Let Mn and Nn be smooth oriented
n-manifolds and f : M → N a sense preserving diffeomorphism. If ω is a continuous compactly
supported differential n-form on N , then

∫

M
f∗ω =

∫

N
ω.

All the above hold for arbitrary Lebesgue integrable (compactly supported) differential n-forms.
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7 Stokes’s theorem

In his section we will state and prove Stokes’s theorem. For that purpose we need the notion of a
manifold with boundary and some more information on orientation.

7.1 Orientation

The following characterization is often used as a definition of orientability.

Theorem 7.2. A smooth n-manifold M is orientable if and only if there exists a smooth differential
n-form (an orientation form) ω ∈ An(M) that does not vanish at any point (i.e. for every p ∈ M
there exist vectors v1, . . . , vn ∈ TpM s.t. ωp(v1, . . . , vn) 6= 0).

Proof. Assume first that M is orientable ans let {(Uα, xα)} bean orientation. For every α
define in Uα a smooth n-form

ωα = dx1
α ∧ dx2

α ∧ · · · ∧ dxn
α.

In other words, ωα = x∗
α(dx1 ∧ · · · ∧ dxn). If (Uβ , xβ) is another chart in the orientation s.t.

Uα ∩ Uβ 6= ∅, then by Theorem 5.14

(7.3) ωβ = detD
(
xβ ◦ x−1

α

)
ωα.

Furthermore, the function p 7→ detD
(
xβ ◦x−1

α

)
(p) is positive in Uα ∩Uβ since (Uα, xα and (Uβ, xβ)

belong to the same orientation. Let {ψi}i∈N be a smooth partition of unity subordinate to {Uα}.
For every i ∈ N choose αi s.t. suppψi ⊂ Uαi

. Next we define

ω =
∑

i∈N

ψiω
αi .

Clearly ω is a smooth n-form. To show that ω does not vanish at any point, ix an arbitrary p ∈ M,
so p ∈ Uαj

for some j. By (7.3)
ωαi

p = aiω
αj
p ,

where the coefficients ai are non-negative and ai > 0 if p ∈ Uαi
. Let ∂1, . . . , ∂n be the coordinate

vector fields associated to a chart (Uαj
, xαj

), so

ωαj (∂1, . . . , ∂n) ≡ 1

in Uαj
. Since

∑
i ψi(p) = 1, there exists k ∈ N s.t. ψk(p) > 0. Then p ∈ suppψk ⊂ Uαk

, so ak > 0
and

ωp(∂1, . . . , ∂n) =
∑

i

ψi(p)ω
αi
p (∂1, . . . , ∂n)

=
∑

i

ψi(p)aiω
αj
p (∂1, . . . , ∂n)

=
∑

i

ψi(p)ai ≥ ψk(p)ak > 0.

Suppose then that there exists ω ∈ An(M) s.t. ωp 6= 0 ∀p ∈ M. Let {(Uα, xα)} be an atlas. We
may assume that every Uα is connected (replace Uα by its components and re-index if necessary).
Then

ω|Uα = ωαdx
1
α ∧ · · · ∧ dxn

α,
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where ωα is a smooth function that does not vanish at any point of Uα and does not change its
sign. By changing the sign of a coordinate function (e.g. x1

α) if necessary, we may assume that
ωα > 0 in Uα for all α. Let then (Uα, xα) and (Uβ , xβ) be charts such that Uα ∩Uβ = W 6= ∅. Then

(x−1
α )∗ω = (ωα ◦ x−1

α )dx1 ∧ · · · ∧ dxn

in xαW and
(x−1

β )∗ω = (ωβ ◦ x−1
β )dx1 ∧ · · · ∧ dxn

in xβW. On the other hand,

(x−1
α )∗ω =

(
x−1

β ◦ (xβ ◦ x−1
α )
)∗
ω = (xβ ◦ x−1

α )∗((x−1
β )∗ω

)

in xαW , so

(ωα ◦ x−1
α )dx1 ∧ · · · ∧ dxn = (xβ ◦ x−1

α )∗((x−1
β )∗ω

)

= (xβ ◦ x−1
α )∗((ωβ ◦ x−1

β )dx1 ∧ · · · ∧ dxn)

= (ωβ ◦ x−1
β ) ◦ (xβ ◦ x−1

α ) det(xβ ◦ x−1
α )′dx1 ∧ · · · ∧ dxn

by Theorem 5.14. It follows that
det(xβ ◦ x−1

α )′(q) > 0

for every q ∈ xαW since both ωα ◦x−1
α and (ωβ ◦x−1

β )◦(xβ ◦x−1
α ) are positive functions in xαW .

Let M be a smooth manifold and S ⊂ M a smooth submanifold. We say that a mapping
V : S → TM is a vector field along S if Vp ∈ TpM for all p ∈ S. If S is a submanifold of codimension
1 (i.e. a hypersurface), then a vector v ∈ TpM, p ∈ S, is called transversal to S if v and TpS span
TpM . Furthermore, a vector field V along S is transversal to S if Vp is transversal to S for all
p ∈ S.

Theorem 7.4. If M is orientable, S ⊂ M a hypersurface, and V a smooth transversal vector field
along S. Then S is orientable. If ω is an orientation form on M , then (iV ω)|S is an orientation
form on S.

Proof. (Exerc.)

7.5 Smooth manifolds with boundary

Denote

Hn = {(x1, . . . , xn) ∈ Rn : xn > 0} and H̄n = {(x1, . . . , xn) ∈ Rn : xn ≥ 0}.

A topological space M is a topological n-manifold with boundary if M is Hausdorff, N2, and every
point of M has a neighborhood that is homeomorphic with some open subset of H̄n (w.r.t. relative
topology).



Introduction to differential geometry 81

A point p ∈ M is called a boundary point of M if there exists a chart (U, x), x = (x1, . . . , xn) : U →
H̄n, s.t. xn(p) = 0. The set of boundary points is denoted by ∂M (this is not a boundary in
topological sense).

To define the notion of a smooth manifold with boundary, recall that a mapping f : A → Rm,
where A ⊂ Rn is arbitrary, is called smooth if every point x ∈ A has a neighborhood V and a
smooth mapping F : V → Rm s.t. F |V ∩A = f |V ∩A.

Let U ⊂ H̄n be open and f : U → Rm smooth. Suppose that U ∩ ∂Hn 6= ∅. We define partial
derivatives of f at p ∈ U ∩ ∂Hn as follows. Let V be a neighborhood of p (in Rn) and F : V → Rm

a smooth mapping s.t. F |V ∩ U = f |V ∩ U. Then F has continuous partial derivatives of every
order in V

∂|α|Fi

∂αx
, i = 1, . . . ,m,

and
∂|α|Fi

∂αx
=
∂|α|fi

∂αx

in V ∩ intU. By continuity, we may define partial derivatives of f at p independently of the choice
of F by setting

∂|α|fi

∂αx
(p) =

∂|α|Fi

∂αx
(p).

A smooth n-manifold with boundary can now be defined as in the usual (without boundary)
case. A pair (U,ϕ) is called a chart on an n-manifold M wih boundary if U ⊂ M is open and
ϕ : U → ϕU ⊂ H̄n is a homeomorphism (w.r.t. relative topology). Charts (U,ϕ) and (V,ψ) are
C∞-compatible if the mappings ψ ◦ϕ−1 : ϕ(U ∩V ) → ψ(U ∩V ) and ϕ◦ψ−1 : ψ(U ∩V ) → ϕ(U ∩V )
are smooth. A smooth n-manifold with boundary is a pair (M,A), where M is a topological n-
manifold with boundary and A is a maximal C∞-atlas on M . A chart (U,ϕ) is an interior chart if
ϕU ⊂ Hn, otherwise it is a boundary chart (so ϕU ∩ ∂Hn 6= ∅ in that case). The smoothness of a
mapping between two (smooth) manifolds with boundary is defined by using local representations.
Tangent vectors and the tangent space TpM at a boundary point p ∈ ∂M as well as the tangent
map f∗p are defined as in the usual case of a manifold without boundary. In particular, TpM is an
n-dimensional vector space also for points p ∈ ∂M.

It can be shown that ∂M is a topological (n−1)-manifold that has a canonical smooth structure
so that the inclusion i : ∂M →֒ M is a smooth embedding.

7.6 Stokes’s theorem

For the Stokes’s theorem we need a way to attach a suitable orientation to ∂M for an oriented M .
Let M be a smooth n-manifold with boundary ∂M . We consider ∂M as a smooth (n − 1)-

dimensional submanifol. We say that a vector v ∈ TpM, where p ∈ ∂M, is inward-pointing if
v 6∈ Tp∂M and there exists a smooth path γ : [0, ε[→ M s.t. γ(0) = p and γ̇0 = v. Similarly,
a vector v ∈ TpM is outward-pointing if −v is inward-pointing. A vector field V along ∂M is
inward-pointing (outward-pointing) if Vp is inward-pointing (outward-pointing) for every p ∈ ∂M.

Lemma 7.7. Let M be a smooth manifold with boundary, p ∈ ∂M, (U, x), x = (x1, . . . , xn) : U →
H̄n, a chart at p and let ∂1, . . . , ∂n be the corresponding coordinate vector fields in U . Then a vector
v = vi(∂i)p ∈ TpM is inward-pointing if and only if vn > 0.

Proof. (Exerc.)
We can obtain the following existence result by applying partition of unity.
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Lemma 7.8. Let M be a smooth manifold with boundary. Then there exists a smooth outward-
pointing vector field along ∂M .

Proof. Let {(Uα, xα)} be a family of boundary charts of M such that ∂M ⊂ ∪αUα. Then

V α = −
∂

∂xn
α

|∂M ∩ Uα

is a smooth outward-pointing vector field along ∂M ∩Uα for all α. Let {ψi} be a smooth partition
of unity subordinate to {Uα ∩ ∂M} on ∂M . For every i choose αi such that suppψi ⊂ Uαi

∩ ∂M.
Then

V =
∑

i

ψiV
αi

is a smooth vector field along ∂M . It remains to prove that V is ouward-pointing. Let p ∈ ∂M.
Since

∑
i ψi(p) = 1, there exists k s.t. ψk(p) > 0, so p ∈ Uαk

. Let ∂1, . . . , ∂n be the coordinate
vector fields associated to the chart (Uαk

, xαk
) in Uαk

. Denote by (ψiV
αi)n

p the nth component of
a vector (ψiV

αi)p with respect to the basis {(∂1)p, . . . , (∂n)p}. Then each (ψiV
αi)n

p is non-positive
and, moreover, (ψkV

αk)n
p = −ψk(p) < 0. Then V n

p , the nth component of Vp is negative:

V n
p =

∑

i

(ψiV
αi)n

p ≤ −ψk(p) < 0.

Suppose that M is an oriented smooth n-manifold with boundary and let ω be an orientation
n-form associated to the orientation of M (see Theorem 7.2). More precisely: Let {(Uα, xα)} be
an orientation of M and ω an orientation n-form s.t. in every Uα

ω|Uα = ωαdx
1
α ∧ · · · ∧ dxn

α,

where ωα is a smooth positive function. Suppose, moreover, that V is a smooth otward-pointing
vector field along ∂M . Then (iV ω)|∂M is an orientation (n − 1)-form on ∂M . Finally, we equip
∂M with the orientation determined by (iV ω)|∂M . Such orientation on ∂M is called the induced
(or the Stokes) orientation. An arbitrary orientation n-form associated to the original orientation
of M and any outward-pointing vector field along ∂M yield the same orientation on ∂M (Exerc.).

Example 7.9. Let M = H̄n and let

ω = dx1 ∧ dx2 ∧ · · · ∧ dxn

be the standard orientation n-form on Rn (and also on H̄n). We identify ∂H̄n and Rn−1 by identi-
fying points (x1, . . . , xn−1, 0) ∈ ∂H̄n and (x1, . . . , xn−1) ∈ Rn−1. The vector field

V = −
∂

∂xn

restricted to ∂H̄n is a smooth outward-pointing vector field along ∂H̄n. Let us compute iV ω by
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using the ∧-antiderivation property (Theorem 5.27 (iii)):

iV ω = iV (dx1 ∧ dx2 ∧ · · · ∧ dxn)

= (iV dx
1) ∧ (dx2 ∧ · · · ∧ dxn) − dx1 ∧ iV (dx2 ∧ · · · ∧ dxn)

= dx1(V )dx2 ∧ · · · ∧ dxn − dx1 ∧ (iV dx
2) ∧ (dx3 ∧ · · · ∧ dxn) + dx1 ∧ dx2 ∧ iV (dx3 ∧ · · · ∧ dxn)

...

=
n∑

i=1

(−1)i−1 dxi(V )︸ ︷︷ ︸
=−δi

n

dx1 ∧ dx2 ∧ · · · ∧ ˆdxi ∧ · · · ∧ dxn

= −(−1)n−1dx1 ∧ dx2 ∧ · · · ∧ dxn−1

= (−1)ndx1 ∧ dx2 ∧ · · · ∧ dxn−1.

We observe that (iV ω)|∂H̄n is the standard orientation (n−1)-form on Rn−1 (and hence the induced
orientation of ∂H̄n is the same as the standard orientation of Rn−1) if and only if n is even.

Theorem 7.10 (Stokes’s theorem). Let M be a smooth oriented n-manifold with boundary and let
ω be a smooth compactly supported (n − 1)-form on M . Then

(7.11)
∫

M
dω =

∫

∂M
ω,

where ∂M has the induced orientation.

Proof. (a) Let us prove the claim first in the case M = H̄n. Since suppω is compact, there
exists R > 0 s.t. suppω ⊂ Q = [−R,R] × · · · × [−R,R] × [0, R]. We may write ω in the form

ω =
n∑

i=1

ωidx
1 ∧ · · · ∧ ˆdxi ∧ · · · ∧ dxn,

so

dω =
n∑

i=1

dωi ∧ dx1 ∧ · · · ∧ ˆdxi ∧ · · · ∧ dxn

=
n∑

i,j=1

∂ωi

∂xj
dxj ∧ dx1 ∧ · · · ∧ ˆdxi ∧ · · · ∧ dxn
︸ ︷︷ ︸

=δj
i dxj∧dx1∧···∧ ˆdxi∧···∧dxn

=
n∑

i=1

∂ωi

∂xi
dxi ∧ dx1 ∧ · · · ∧ ˆdxi ∧ · · · ∧ dxn

=
n∑

i=1

(−1)i−1 ∂ωi

∂xi
dx1 ∧ · · · ∧ dxn.

Then
∫

M
dω =

n∑

i=1

(−1)i−1
∫

Q

∂ωi

∂xi
dx1 ∧ · · · ∧ dxn

=
n∑

i=1

(−1)i−1
∫

Q

∂ωi

∂xi
dm(x)

=
n∑

i=1

(−1)i−1
∫ R

0

∫ R

−R
· · ·
∫ R

−R

∂ωi

∂xi
dx1 · · · dxn.
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Next we change, in each term, the order of integration so that we integrate first with respect to xi.
If i 6= n, we get

∫ R

−R

∂ωi

∂xi
(x1, . . . , xi, . . . , xn)dxi = ωi(x

1, . . . , R, . . . , xn) − ωi(x
1, . . . ,−R, . . . , xn) = 0

for all (x1, . . . , x̂i, . . . , xn) since suppωi ⊂ Q. Hence

n−1∑

i=1

(−1)i−1
∫

Q

∂ωi

∂xi
dx1 ∧ · · · ∧ dxn = 0

and so
∫

M
dω = (−1)n−1

∫

Q

∂ωn

∂xn
dx1 ∧ · · · ∧ dxn

= (−1)n−1
∫ R

−R

∫ R

−R
· · ·
∫ R

0

∂ωn

∂xn
dxndx1 · · · dxn−1.

On the other hand
∫ R

0

∂ωn

∂xn
(x1, . . . , xn−1, xn)dxn = −wn(x1, . . . , xn−1, 0),

so ∫

M
dω = (−1)n

∫ R

−R
· · ·
∫ R

−R
ωn(x1, . . . , xn−1, 0)dx1 · · · dxn−1.

Next we integrate ω over ∂H̄n by using the standard orientation of Rn−1 on ∂H̄n (i.e. we integrate
ω over Rn−1 × {0}). We obtain

∫

Rn−1×{0}
ω =

n∑

i=1

∫

Q∩Rn−1×{0}
ωidx

1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn.

Now dxn|Rn−1 × {0} = 0, so only one non-zero term (when i = n) remains:
∫

Rn−1×{0}
ω =

∫

Q∩Rn−1×{0}
ωndx

1 ∧ · · · ∧ dxn−1.

By Example 7.9 the induced orientation of ∂H̄n (= ∂M) is the same as the standard orientation of
Rn−1 if and only if n is even. Hence integrating ω with respect to the induced orientation yields

∫

∂M
ω = (−1)n

∫

Q∩∂M
ωndx

1 ∧ · · · ∧ dxn−1 =
∫

M
dω

as desired.
(b) Let then M be an arbitrary smooth oriented n-manifold with boundary. Suppose first that

ω is a smooth compactly supported (n − 1)-form s.t. suppω ⊂ U for some chart (U,ϕ) belonging
to the orientation of M . Then

∫

M
dω =

∫

H̄n
(ϕ−1)∗dω =

∫

H̄n
d
(
(ϕ−1)∗ω

)
.

By (a) ∫

H̄n
d
(
(ϕ−1)∗ω

)
=
∫

∂H̄n
(ϕ−1)∗ω,
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when ∂H̄n has the induced orientation. Since ϕ is a sense preserving diffeomorphism, ((U,ϕ) belongs
to the orientation of M) and ϕ∗ maps outward-pointing vectors of ∂M ∩ U to outward-pointing
vectors of ∂H̄n, ϕ|∂M ∩ U is a sense preserving diffeomorphism onto its image ϕU ∩ ∂H̄n. Hence

∫

∂H̄n
(ϕ−1)∗ω =

∫

∂M
ω.

(c) Suppose finally that ω is an arbitrary smooth compactly supported (n− 1)-form on M . Let
{(Uα, xα)} be an orientation of M and let {ψi} be a smooth partition of unity subordinate to {Uα}.
Applying what we proved above for forms ψiω we get

∫

∂M
ω =

∑

i

∫

∂M
ψiω =

∑

i

∫

M
d(ψiω)

=
∑

i

∫

M

(
dψi ∧ ω + ψidω

)

=
∫

M
d
(∑

i

ψi
)

∧ ω +
∫

M

(∑

i

ψi
)
dω

=
∫

M
dω

since
∑

i ψi ≡ 1, and therefore d
(∑

i ψi

)
≡ 0.

Corollary 7.12. Let M be a smooth, compact, oriented n-manifold without boundary (i.e. ∂M =
∅). Then the integral of every exact n-form over M vanishes:

∫

M
dω = 0 ∀ω ∈ An−1(M).

Corollary 7.13. Let M be a smooth, compact, oriented n-manifold with boundary. If ω ∈ An−1(M)
is closed, then the integral of ω over ∂M vanishes:

∫

∂M
ω = 0 if dω = 0.

The divergence of a smooth vector field X with respect to an orientation n-form ω is the function
Divω X : M → R s.t. (Divω X)ω = LXω.

Corollary 7.14 (The divergence formula, the Gauss formula). Let M be a smooth, oriented n-
manifold with boundary and let ω be an orientation n-form on M (so-called volume form). Then
for every compactly supported vector field X ∈ T (M)

∫

M
(Divω X)ω =

∫

∂M
iXω.

Corollary 7.15 (Integration by parts). Let M be a smooth, compact, oriented n-manifold with
boundary, X ∈ T (M), α ∈ Ak(M), and β ∈ An−k(M), 0 ≤ k ≤ n. Then

∫

M
(LXα) ∧ β =

∫

∂M
iX(α ∧ β) −

∫

M
α ∧ (LXβ).
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8 Whitney embedding and approximation

First recall: If M is a smooth manifold and {Uα} an open cover of M , there exists a smooth
partitioen of unity {ψi}i∈N subordinate to {Uα}.

Proposition 8.1. Let {Uα} and {ψi} be as above. Let gα : Uα → R be arbitrary smooth functions.
Fo each i ∈ N choose αi such that suppψi ⊂ Uαi

. Then the function g : M → R,

g =
∑

i∈N

ψigαi

is smooth.

Proof. The claim follows from the local finiteness of {suppψi}.

Lemma 8.2. Let M be a smooth manifold and K ⊂ M a compact set. Let g : K → R be smooth.
[Recall that this means that g extends locally at each point p ∈ K to a smooth function in a
neighborhood of p.] Then g extends to a smooth function ḡ : M → R.

Proof. Cover K by open sets Uα (open in M) such that there exist gα : Uα → R with gα|Uα ∩
K = g. Add M \K and the zero function to get an open covering of M . Passing to a refinement we
may assume that this covering is locally finite (see Theorem 6.6). Let {ψi} be a smooth partition
of unity subordinate to this covering. Then ḡ : M → R, ḡ =

∑
i ψigαi

will do.

Theorem 8.3 (Whitney embedding theorem, compact case). If Mn is a compact n-dimensional
smooth manifold, there exists a smooth embedding g : Mn → R2n+1.

Proof. Since Mn is compact, there exists a finite atlas {(U1, ϕ1), . . . , (Uk, ϕk)}. We may assume
that there are open sets Vi ⊂ Ui such that V̄i ⊂ Ui. Now there are smooth functions λi : M → R

such that λi|V̄i = 1 and suppλi ⊂ Ui (this follows e.g. from Lemma 8.2). Define ψi by setting

ψi(p) =

{
λi(p)ϕi(p), p ∈ Ui,

0, p 6∈ Ui.

Then ψi is smooth. Next define θ : M → (Rn)k × Rk by

θ(p) =
(
ψ1(p), . . . , ψk(p), λ1(p), . . . , λk(p)

)
.

Then
θ∗ = ψ1∗ × · · · × ψk∗ × λ1∗ × · · · × λk∗.

Claim 1. θ is an immersion.
Fix p ∈ M . Then p ∈ Uj for some j. Since λj = 1 in a neighborhood of p, ψj coincides with ϕj in
a neighborhood of p. Thus ψj∗ = ϕj∗ near p. Since ϕj is a chart, ϕj∗ is injective, and therefore θ∗

is injective.
Claim 2. θ is injective.
If θ(p) = θ(q), then ψi(p) = ψi(q) and λi(p) = λi(q) for every i. Now p ∈ Vj for some j, so
λj(p) = 1. Hence ψj(p) = λj(p)ϕj(p) = ϕj(p), and therefore

ϕj(p) = λj(p)
︸ ︷︷ ︸

=1

ψj(p) = λj(q)︸ ︷︷ ︸
=1

ϕj(q) = ϕj(q).

This implies p = q since ϕj is a chart.
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Since Mn is compact, θ is a homeomorphism onto its image, so θ is an embedding of Mn into
RN for some (large) N . We regard this embedding as an inclusion i : Mn →֒ RN .
Claim 3. We can cut N down to 2n+ 1.
Suppose that we can find a vector w ∈ Rn such that w is not tangent to Mn at any point and that
there are no points x, y ∈ Mn with x − y parallel to w. Then the orthogonal projection of Mn

onto the (N − 1)-dimensional subspace w⊥ is still injective and maps no nonzero tangent vector
of Mn to zero. Hence we may embedd Mn into RN−1. Thus it suffices to show that such vector
w exists if N > 2n + 1. The argument is of "general position"-type. Suppose N > 2n + 1 and
consider the map σ : TMn \ {zero section} → RPN−1 taking a tangent vector v 6= 0 to a vector in
RN via the inclusion and then to the equivalence class of v/|v| in RPN−1, σ(v = [i∗v/|i∗c|]. Also
consider the map τ : Mn × Mn \ ∆Mn → RPN−1 taking a pair (x, y), x 6= y, to the equivalence
class of (x− y)/|x − y|, τ(x, y) = [(x − y)/|x − y|]. Both σ and τ are smooth. The dimensions of
the domains of σ and τ are 2n which is less than the dimension N − 1 of the target manifold. By
Sard’s theorem, the images of both maps are of first category and hence the union of the images is
also of first category which implies that there must be such a vector w.

Remark 8.4. Sard’s theorem: If φ : Mn → RN is smooth, then the set of critical values has zero
N -dimensional measure.
Critical value: If φ : Mm → Nn is smooth, then p ∈ Mm is called a critical point of φ if φ∗ : TpM

m →
Tf(p)N

n has rank < n, i.e. dimφ∗TpM
m < n. The image φ(p) ∈ Nn of a critical point is called a

critical value. All other points in Nn are called regular values (even if they do not belong to φMm).
First category: A subset of a topological space is of first category if it is a countable union of
nowhere dense subsets.

Theorem 8.5 (Whitney embedding theorem, general case). A smooth manifold Mn can be em-
bedded as a submanifold and a closed subset of R2n+1.

Proof. Cover Mn by open subsets with compact closures and take a smooth partition of
unity {λi}i∈N subordinate to a locally finite and countable refinement of that cover. Let h(x) =∑

k kλk(x). This is a smooth proper map Mn → [1,∞) ⊂ R. Let Ui = h−1(i− 1/4, i + 5/4), Ci =
h−1[i − 1(3, i + 4/3]. Then Ui is open, Ci is compact, and Ūi ⊂ intCi. Furthermore, all Codd

are disjoint and, similarly, all Ceven are disjoint. Now, for all i, the proof of Theorem 8.3 shows
that there exists a smooth map gi : Mn → R2n+1 that is an embedding on Ūi and is 0 outside Ci.
Composing this with a diffeomorphism R2n+1 → an open ball in R2n+1,we may assume that giM

n

is bounded. Let fo =
∑
godd, fe =

∑
geven and f = (fo, fe, h) : Mn → R2n+1 × R2n+1 × R. Now

fMn ⊂ K ×R for some compact K ⊂ R2n+1 ×R2n+1 since foM
n and feM

n are bounded. Then f
is proper since h is proper. If f(x) = f(y), then h(x) = h(y), and therefore x and y are in the same
Ui. If this i is odd, then fo is an embedding on Ui, and so x = y. Similarly, if i is even, we have
x = y. Hence f is an embedding to a closed subset (by properness). Repeating a similar dimension
reduction argument as in the proof of Theorem 8.3 we find a projection P of R2n+1 ×R2n+1 ×R to a
(2n+1)-dimensional subspace H such that P is an immersion on fMn. Moreover, P can be chosen
such that the original h-axis is not in KerP . That is, if π : R2n+1 × R2n+1 × R → R2n+1 × R2n+1

is the projection, then Kerπ ∩ KerP = {0}. This implies that π ×P is an inclusion, hence proper.
Thus for a compact C ⊂ H, K ×R∩P−1C = (π ×P )−1(K ×C) is compact, hence P is proper on
fMn ⊂ K × R. Therefore, P ◦ f is an embedding of Mn as a closed subset of R2n+1.
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8.6 Tubular neighborhoods

Definition 8.7 (Normal bundle). Let Mn be a smooth submanifold of Rk, k > n. The normal
bundle of Mn in Rk is

NM = {(x, v) ∈ Mn × Rk : v ⊥ TxM},

where the orthogonality ⊥ is with respect to the standard inner product of Rk.

Then NM is a vector bundle of rank (k − n) over M . Define θ : NM → Rk, θ(x, v) = x + v,
and N(M,ε) = {(x, v) ∈ NM : |v| < ε}.

Theorem 8.8 (Tubular neighborhood theorem). Let Mn be a comapct smooth submanifold of Rk.
Then there exists ε > 0 such that θ : N(M,ε) → Rk is a diffeomorphism onto the neighborhood
{y ∈ Rk : dist(M,y) < ε} of Mn in Rk.

Proof. We have canonical splitting

TxR
k = TxM ⊕NxM,

where NxM is the normal space to TxM at x inRk. For fixed x, v 7→ θ(x, v) = x + v, is just a
translation, so θ∗ is the standard inclusion (identity) on NxM → Rk. Also θ∗ : TxM → TxR

k is
just the differential of the inclusion M →֒ Rk, so this part of θ∗ is the standard inclusion of TxM
in TxR

k = Rk. Thus
θ∗ : Rk = TxR

k = TxM ⊕NxM → Rk

is the identity. Therefore, θ∗ is an isomorphism at (x, 0) for every x ∈ M , so θ is a diffeomorphism
on some neighborhood of (x, 0). Consequently, θ∗ is an isomorphism at (x, v) for any x and for |v|
small. By compactness, there exists δ > 0 such that θ∗ is an isomorphism at all points of N(M, δ).
Thus θ : N(M, δ) → Rk ia a local diffeomorphism onto its image.
Claim: θ is injective on N(M,ε) for some 0 < ε ≤ δ.
Suppose that θ is not injective on N(M,ε) for any ε > 0. Then there are sequences (xi, vi) 6= (yi, wi)
in NM such that |vi| → 0, |wi| → 0 and θ(xi, vi) = θ(yi, wi). Since M is compact and metrizable,
there exist subsequences (after reindexing) such that xi → x and yi → y. Then θ(xi, vi) → θ(x, 0) =
x and θ(yi, wi) → θ(y, 0) = y, so that x = y. But then, for i large, both (xi, vi) and (yi, wi) are
close to (x, 0). Since θ is injective locally near (x, 0), this gives a contradiction. Hence θ is injective
on N(M,ε) for some ε > 0. To finish, we claim that θN(M,ε) = {y ∈ Rk : dist(y,M) < ε}. The
inclusion ⊂ is clear. Suppose dist(y,M) < ε and choose x ∈ M such that |x − y| = dist(y,M).
Then y − x is a normal to M at x of length |y − x| < ε, so y ∈ θN(M,ε).

Note that the map r = π ◦ θ−1 : θN(M,ε) → M is a smooth retraction of the tubular neigh-
borhood onto M (r|M = id). Also r is homotopic to idM via smooth homotopy, so r is a smooth
"deformation retraction".

Theorem 8.9. Let Mn be a smooth manifold and A ⊂ Mn closed. Let f : Mn → Rk be continuous
on Mn and smooth on A (w.r.t. induced structure). Given ε > 0, there exists a smooth map
g : Mn → Rk such that g(a) = f(a) for all x ∈ A and |f(x)−g(x)| < ε for every x ∈ M . Moreover,
f ≃ g relA via an ε-small homotopy.

Proof. For every x ∈ Mn, let Vx ⊂ Mn be an open neighborhood of x and hx : Vx → Rk such
that

(i) if x ∈ A, hx is a smooth local extension of f |A ∩ Vx,

(ii) if x /∈ A, Vx ∩A = ∅ and hx(y) = hx(x) for all y ∈ Vx,



Introduction to differential geometry 89

(iii) if y ∈ Vx, then |f(y) − f(x)| < ε/2, |hx(y) − f(x)| < ε/2 and d(x, y) < ε/2, where d is a
metric on M .

Let {Ui} be a locally finite countable refinement of {Vx} and {λi} a smooth partition of unity
subordinate to {Ui}. For each i ∈ N choose xi such that Ui ⊂ Vxi

. Note that λi = 0 on A if xi /∈ A.
Define g(y) =

∑
i λi(y)hxi

(y).
Claim: g has the desired properties. We note that g is smooth by Propostion 8.1. Suppose y ∈ A.
Then g(y) =

∑
i λi(y)hxi

(y) =
∑

i λi(y)f(y) = f(y). If x ∈ M \A, taking the sums over those i for
which y ∈ Ui gives:

|g(y) − f(y)| =

∣∣∣∣∣
∑

i

λi(y)hxi
(y) − f(y)

∣∣∣∣∣

=

∣∣∣∣∣
∑

i

λi(y)
(
hxi

(y) − f(xi)
)

+
∑

i

λi(y)
(
f(xi) − f(y)

)
∣∣∣∣∣

≤
∑

i

λi(y) (|hxi
(y) − f(xi)| + |f(xi) − f(y)|)

<
∑

i

λi(y)
(
ε/2 + ε/2

)
≤ ε.

Finally, the standard homotopy H(x, t) = tf(x) + (1 − t)g(x) gives the desired ε-small homotopy
relA.

Theorem 8.10 (Smooth approximation theorem). Suppose that Mm and Nn are smooth manifolds,
where Nn is compact with a metric d. Let A ⊂ Mm be closed. Let f : Mm → Nn be a continuous
map such that f |A is smooth. Then or every ε > 0 there exists a map h : Mm → Nn such that

(i) h is smooth,

(ii) dist
(
h(x), f(x)

)
< ε for every y ∈ Mm,

(iii) h|A = f |A,

(iv) h ≃ f relA by an ε-small homotopy.

Proof. Embed Nn into some Rk. By continuity of the inverse map of the embedding and
compactness of Nn, hence by uniform continuity of the inverse, there exists δ > 0 such that
|p − q| < δ implies dist(p, q) < ε. Hence we may use on Nn the induced metric from Rk. Take
a δ/2-tubular neighborhood U of Nn in Rk (taking smaller δ if necessary) and let r : U → Nn be
the associated normal retraction. Approximate f by a smooth map g : MM → Rk within δ/2 (by
Theorem 8.9). Then gMm ⊂ U . Now for the map h = r ◦ g we have

(a) h is smooth,

(b) |h(x) − f(x)| ≤
∣∣r
(
g(x)

)
− g(x)

∣∣ +
∣∣g(x) − f(x))

∣∣ < δ/2 + δ/2 = δ,

(c) h|A = r ◦ g|A = r ◦ f |A = f |A,

(d) h ≃ f relA by H(x, t) = r
(
tg(x) + (1 − t)f(x)

)
.
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Corollary 8.11. Suppose that Mm and Nn are smooth manifolds with Nn compact. Then every
continuous f : Mm → Nn is homotopic to a smooth map. If f and g are smooth and f ≃ g, then
f ≃ g by a smooth homotopy H : I ×Mm → Nn.

Proof. The first part follows directly from Theorem 8.10. Suppose then that F : I × M → N
is a homotopy between smooth maps f and g. Extend F to R × M by making it constant with
respect to t ∈ R on both ends (−∞, 0] and [1,∞). Then F is smooth on the subspace {0, 1} ×M ,
and therefore Theorem 8.10 implies the existence of a smooth map G : R×M → N which coincides
with F on {0, 1} ×M . Finally, take H = G|I ×M .

We can get rid of the assumption Nn being compact in Theorem 8.10 and Corollary 8.11 by
considering an "ε(x)-tubular" neighborhood of Nn in Rk instead of a fixed ε-tubular neighborhood.
Thus we obtain the following results.

Theorem 8.12. Let M and N be smooth manifolds and let f : M → N be continuous. Then f is
homotopic to a smooth mapping f̃ : M → M . If f is smooth on a closed set A ⊂ M , then there
exists smooth f̃ : M → N such that f ≃ f̃ relA.

Theorem 8.13. If f, g : M → N are smooth homotopic maps, then they are smoothly homotopic.
If f ≃ g relA for some closed A ⊂ M , then f and g are smoothly homotopic relA.

8.14 Some consequences

Theorem 8.15. Let Mm be a smooth m-manifold and n > m. Then every continuous map
f : Mm → Sn is homotopic to a constant map.

Proof. Let g : Mm → Sn be smooth and g ≃ f . By Sard’s theorem, there exists p ∈ Sn \ gMm.
Then Sn\{p} is homotopic to Rn, so it is contractible, i.e. idSn\{0} ≃ c, a constant map. Composing
g with such a contraction implies f ≃ c.

Theorem 8.16. The sphere Sn is not a retract of the ball closed unit ball B̄n+1.

Proof. Supppose that f : B̄n+1 → Sn is a retraction. Then f1 := 1
2f(2·) : B̄n+1(0, 1/2) →

Sn(1/2) is a retraction. Let f2 : Rn+1\Bn+1(0, 1/2) → Sn be the radial projection. Then h : Rn+1 →
Sn,

h(x) =

{
f2(x), x ∈ Rn+1 \Bn+1(0, 1/2),

(f2 ◦ f1)(x), x ∈ B̄(0, 1/2),

is a retraction B̄n+1 → Sn that is smooth in a neighborhood of Sn. Thus we can smooth out h
without changing it near Sn. Thus we may assume that (the original) f is smooth and that it is the
radial projection near Sn. Let x ∈ Sn be a regular value of f . Then f−1(z) is a compact 1-manifold
with boundary and its boundary is the single point f−1(z)∩Sn = {z}. But any compact 1-manifold
with boundary is homeomorphic to a disjoint union of circles and closed unit intervals, and hence
has an even number of boundary points, which is a contradiction.

Corollary 8.17 (Brower’s fixed point theorem). Every continuous map f : B̄n → B̄n has a fixed
point.

Proof. Suppose there is a continuous map f : B̄n → B̄n without fixed points. Define r : B̄n →
Sn−1 by letting r(x) ∈ Sn−1 be the intersection point of Sn−1 and the ray from f(x) to x. This is
a continuous map, hence a retraction of B̄n onto Sn−1, which is a contradiction. Continuity of r is
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intuitively clear but unpleasant to prove.
Another proof: Define a continuous map g : B̄n(0, 2) → B̄n(0, 2),

g(x) =

{
(2 − |x|)f(x/|x|), 1 ≤ |x| ≤ 2,

f(x), |x| ≤ 1.

Clearly g has no fixed points since, for |x| ≤ 1, g(x) = f(x) and thus such x cannot be a fixed
point. Furthermore, if |x| > 1, then |g(x)| < 1, hence such x cannot be a fixed point either. Then
define r : B̄n(0, 2) → Sn−1(0, 2),

r(x) = 2
(
x− g(x)

)
/|x− g(x)|.

Now r is continuous and if |x| = 2, then g(x) = 0 and therefore r(x) = 2x/|x| = x. So r is a
retraction B̄n(0, 2) → Sn−1(0, 2) which is a contradiction.

9 A brief introduction to the de Rham cohomology

In this section we consider the de Rham cohomology briefly by introducing some central notions
and results.

Let us recall the following definitions:

Zp(M) = Ker [d : Ap(M) → Ap+1(M)]

= {closed p-forms on M},

Bp(M) = Im [d : Ap−1(M) → Ap(M)]

= {exact p-forms on M}.

The vector space (quotient space)

Hp
dR(M) =

Zp(M)
Bp(M)

is called the pth de Rham cohomology group of M . Its elements are the equivalence classes [ω] of
closed p-forms ω. (A closed p-form ω′ ∈ [ω] if ω′ − ω is exact.)

By our convention Ap(M) = 0 (= trivial vector space) if p < 0 or p > dimM, hence Hp
dR(M) = 0

for these values of p.

Theorem 9.1. Let M be a connected smooth manifold. Then H0
dR(M) = Z0(M) = {f : M → R |

f constant}. In particular, dimH0
dR(M) = 1.

Proof. Since B0(M) = 0, we have H0
dR(M) = Z0(M) = {f : M → R | df = 0}. Furthermore,

since M is connected, {f : M → R | df = 0} = {f : M → R | f constant}.
Let f∗ : Ap(N) → Ap(M) be the pull-back of a smooth mapping f : M → N . Since f∗ and d

commute (Thm. 5.20), we get

f∗Zp(N) ⊂ Zp(M) and f∗Bp(N) ⊂ Bp(M).

Hence we may define the linear map (the induced cohomology map)

f∗ : Hp
dR(N) → Hp

dR(M)

by setting
f∗[ω] = [f∗ω], [ω] ∈ Hp

dR(N).
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The definition is independent of the choice of the representative (Exerc.). If, furthermore, g : N → P
is smooth, then (g◦f)∗ = f∗◦g∗ : Hp

dR(P ) → Hp
dR(M). In particular, the induced cohomology map of

the identity map id : M → M is the identity map (id)∗ : Hp
dR(M) → Hp

dR(M). Hence diffeomorphic
manifolds have isomorphic de Rham cohomology groups.

It turns out that, in fact, the de Rham cohomology groups are topological invariants: If M and
N are homeomorphic smooth manifolds, their de Rham cohomology groups are isomorphic. We
will (partly) prove this next.

Homotopy invariance. Let X and Y be topological spaces and f0, f1 : X → Y continuous.
We say that f0 and f1 are homotopic (denoted by f0 ≃ f1) if there exists a continuous mapping (a
homotopy from f0 to f1) H : X × I → Y, I = [0, 1], s.t. ∀x ∈ X

H(x, 0) = f0(x),

H(x, 1) = f1(x).

If, in addition, H(x, t) = f0(x) = f1(x) ∀t ∈ I and ∀x ∈ A ⊂ X, we say that f0 and f1 are
homotopic with respect to A, denoted by f0 ≃ f1 relA.

A continuous mapping f : X → Y is called a homotopy equivalence (and X and Y homotopy
equivalent) if there exists a continuous mapping g : Y → X s.t. f ◦ g ≃ idY and g ◦ f ≃ idX .

If f, g : M → N are smooth mappings, then a collection of linear maps h (= hp) : Ap(N) →
Ap−1(M) s.t.

(9.2) d(hω) + h(dω)︸ ︷︷ ︸
=d(hpω)+hp+1(dω)

= g∗ω − f∗ω ∀ω ∈ Ap(N)

is called a homotopy operator between f∗ and g∗.

Lemma 9.3. Let M be a smooth manifold, I = [0, 1] and it : M → M × I, t ∈ [0, 1], an embedding

it(x) = (x, t).

Then there exists a homotopy operator between i∗0 and i∗1.

Proof. We define, for ω ∈ Ap(M × I),

hω =
∫ 1

0

(
i∂/∂tω

)
dt ∈ Ap−1(M),

where t is the (standard) coordinate in I and ∂/∂t the corresponding coordinate tangent vector.
In other words,

(hω)q(v1, . . . , vp−1) =
∫ 1

0

(
i∂/∂tω

)
(q,t)

(v1, . . . , vp−1) dt

=
∫ 1

0
ω(q,t)(∂/∂t, v1, . . . , vp−1) dt.

Let x = (x1, . . . , xn) be a chart at q. It is enough to prove that (9.2) holds for forms

(i) ω = f(x, t)dt ∧ dxi1 ∧ · · · ∧ dxip−1 and

(ii) ω = f(x, t)dxi1 ∧ · · · ∧ dxip .
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Suppose first that
ω = f(x, t)dt ∧ dxi1 ∧ · · · ∧ dxip−1 .

Then

d(hω) = d

((∫ 1

0
f(x, t) dt

)
dxi1 ∧ · · · ∧ dxip−1

)

=
∂

∂xj

(∫ 1

0
f(x, t) dt

)
dxj ∧ dxi1 ∧ · · · ∧ dxip−1

=
(∫ 1

0

∂f

∂xj
(x, t) dt

)
dxj ∧ dxi1 ∧ · · · ∧ dxip−1 .

On the other hand,

dω =
∂f

∂xj
dxj ∧ dt ∧ dxi1 ∧ · · · ∧ dxip−1

since dt ∧ dt = 0. Hence

h(dω) = h

(
∂f

∂xj
dxj ∧ dt ∧ dxi1 ∧ · · · ∧ dxip−1

)

=
∫ 1

0

∂f

∂xj
(x, t)i∂/∂t

(
dxj ∧ dt ∧ dxi1 ∧ · · · ∧ dxip−1

)
dt

= −

(∫ 1

0

∂f

∂xj
(x, t) dt

)
dxj ∧ dxi1 ∧ · · · ∧ dxip−1

= −d(hω),

and so
d(hω) + h(dω) = 0.

Since t ◦ i0 ≡ 0 and t ◦ i1 ≡ 1, we have i∗0dt = i∗1dt = 0, and therefore i∗0ω = i∗1ω = 0, so the formula
(9.2) holds. Suppose then that

ω = f(x, t)dxi1 ∧ · · · ∧ dxip .

Now i∂/∂tω = 0, so d(hω) = 0. Furthermore,

h(dω) = h

(
∂f

∂t
dt ∧ dxi1 ∧ · · · ∧ dxip + α

)

=
(∫ 1

0

∂f

∂t
(x, t) dt

)
dxi1 ∧ · · · ∧ dxip

= (f(x, 1) − f(x, 0)) dxi1 ∧ · · · ∧ dxip

= i∗1ω − i∗0ω,

where α is the sum of terms that do not contain dt.

Theorem 9.4. Let f, g : M → N be homotopic smooth mappings. Then the induced cohomology
mappings f∗, g∗ : Hp

dR(N) → Hp
dR(M) are equal for all p.

Proof. For the proof, we need smooth homotopy H : M×I → N from f to g (see Theorem 8.13).
Then H ◦ i0 = f and H ◦ i1 = g, where it is as in Lemma 9.3. Let

h̃ = h ◦H∗ : Ap(N) → Ap−1(M),
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where h is the homotopy operator constructed in Lemma 9.3. If ω ∈ Ap(N), then

h̃(dω) + d(h̃ω) = h(H∗dω) + d(hH∗ω)

= hd(H∗ω) + d(hH∗ω)

= i∗1H
∗ω − i∗0H

∗ω

= (H ◦ i1)∗ω − (H ◦ i0)∗ω

= g∗ω − f∗ω.

Thus we have for the equivalence class [ω] ∈ Hp
dR(N) of a closed form ω ∈ Ap(N)

g∗[ω] − f∗[ω] = [g∗ω − f∗ω] =
[
h̃(dω) + d(h̃ω)

]
=
[
d(h̃ω)

]
= 0

since dω = 0 and [α] = 0 for exact forms α.

Theorem 9.5. If M and N are homotopy equivalent smooth manifolds, then Hp
dR(M) and Hp

dR(N)
are isomorphic for all p. The isomorphism is induced by any smooth homotopy equivalence f : M →
N .

Proof. Let f : M → N and g : N → M be continuous s.t. f ◦ g ≃ idN and g ◦ f ≃ idM . Then
there exist smooth maps f̃ : M → N, f̃ ≃ f, and g̃ : N → M, g̃ ≃ g (see Theorem 8.12 and 8.13).
Then f̃ ◦ g̃ ≃ idN and g̃ ◦ f̃ ≃ idM . By Theorem 9.4

f̃∗ ◦ g̃∗ = (g̃ ◦ f̃)∗ = (idM )∗ = idHp
dR

(M).

Similarly, g̃∗◦f̃∗ is the identity mapping on Hp
dR(N), so f∗ : Hp

dR(N) → Hp
dR(M) is an isomorphism.

Since every homeomorphism is, in particular, a homotopy equivalence, we obtain as a corollary
the invariance of de Rham cohomology groups under homeomorphisms.

Corollary 9.6. If smooth manifolds M and N are homeomorphic, then their de Rham cohomology
groups are isomorphic.

Theorem 9.7 (Poincaré lemma). Let U ⊂ Rn be a star-shaped open set. Then Hp
dR(U) = 0 for all

p ≥ 1.

Proof. Let U be star-shaped with respect to y ∈ U . Then idU is homotopic with the constant
mapping cy : U → {y} (H(x, t) = y + t(x − y)). Hence Hp

dR(U) is isomorphic with Hp
dR({y}).

Furthermore, Hp
dR({y}) = 0 for p ≥ 1.

10 Cochain complexes and their cohomology

In this section we introduce and develop basic notions and theory on (general) cochain complexes
and their cohomology.

A sequence of vector spaces and linear maps

A
f
−→ B

g
−→ C

is exact if Im f = Ker g. So, A
f
−→ B → 0 is exact if and only if f is surjective. On the other hand,

0 → B
g
−→ C is exact if and only if g is injective. A sequence A∗ = {Ai, di},

· · · → Ai−1 di−1

−−−→ Ai di

−→ Ai+1 di+1

−−−→ Ai+2 → · · ·
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of vector spaces Ai and linear maps di is called a cochain complex if di+1 ◦ di = 0. It is exact if
Ker di = Im di−1 for all i. An exact sequence

(10.1) 0 → A
f
−→ B

g
−→ C → 0

is called short exact. So, f is injective, g is surjective and Im f = Ker g.
The cokernel of a linear map f : A → B is Cok(f) = B/ Im f . For a short exact sequence (10.1),

g induces an isomorphism
g : Cok(f)

∼=−→ C.

Every long exact sequence induces short exact sequences

0 → Im di−1 → Ai → Im di → 0

that can be used to determine Ai. Furthermore, the isomorphisms

Ai−1/ Im di−2 ∼= Ai−1/Ker di−1 di−1

−−−→ Im di−1

are used in concrete calculations.
Recall that a direct sum of vector spaces A and B is the vector space

A⊕B = {(a, b) : a ∈ A, b ∈ B},

λ(a, b) = (λa, λb), λ ∈ R,

(a1, b1) + (a2, b2) = (a1 + a2, b1 + b2).

If {ai} and {bj} are bases of A and B, respectively, then {(ai, 0), (0, bj )} is a basis of A⊕B.

Lemma 10.2. Let A α
−→ B

β
−→ C be an exact sequence. Suppose that A and C are finite-dimensional.

Then also B is finite-dimensional and dimB ≤ dimA+ dimC.

Proof. Since C is finite-dimensional, also Imβ is finite-dimensional. Hence there exist v1, . . . , vk ∈
B such that Im β = span{β(vi)}. Let v ∈ B be arbitrary. Then β(v) =

∑k
i=1 ciβ(vi), and therefore

v′ := v −
∑k

i=1 civi ∈ Kerβ = Imα. Since A is finite-dimensional, also Imα is finite-dimensional.
Let {vk+1, . . . , vm} be a basis of Imα. Then

v =
k∑

i=1

civi + v′ =
k∑

i=1

civi +
m∑

i=k+1

civi =
m∑

i=1

civi,

and therefore dimB ≤ dimA+ dimC is finite.
By modifying slightly the proof above we obtain:

Lemma 10.3. Suppose 0 → A
f
−→ B

g
−→ C → 0 is a short exact sequence of vector spaces. If A and

C are finite-dimensional, then B is also finite-dimensional and B ∼= A⊕ C.

Definition 10.4. For a cochain complex A∗,

· · · → Ap−1 dp−1

−−−→ Ap dp

−→ Ap+1 dp+1

−−−→ Ap+2 → · · ·

we define the pth cohomology vector space

Hp(A∗) = Ker dp/ Im dp−1.

Elements of Ker dp are called p-cocycles (and are said to be closed) and elements of Im dp−1 are
called p-coboundaries (or exact). Elements of Hp(A∗) are called cohomology classes.
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A cochain map f : A∗ → B∗ between cochain complexes consists of a family fp : Ap → Bp of
linear maps such that dp

B ◦ fp = fp+1 ◦ dp
A:

· · · // Ap−1
dp−1

A //

fp−1

��

Ap
dp

A //

fp

��

Ap+1 //

fp+1

��

· · ·

· · · // Bp−1
dp−1

B // Bp
dp

B // Bp+1 // · · ·

Lemma 10.5. A cochain map f : A∗ → B∗ induces a linear map f∗ : Hp(A∗) → Hp(B∗) for all p.

Proof. Let a ∈ Ap be a p-cocycle (dp
Aa = 0) and [a] = a+Im dp−1

A the corresponding cohomology
class in Hp(A∗). Define f∗[a] =

[
fp(a)

]
. Then

(i)
dp

Bf
p(a) = fp+1 dp

A(a)
︸ ︷︷ ︸

=0

= 0,

so fp(a) is a p-cocycle and
[
fp(a)] is defined;

(ii)
[
fp(a)

]
is independent of the choice of a representative of [a]: If [a1] = [a2], then a1 − a2 ∈

Im dp−1
A and

fp(a1 − a2︸ ︷︷ ︸
=dp−1

A
(x)

) = fpdp−1
A (x) = dp−1

B fp−1(x),

so fp(a1) − fp(a2) ∈ Im dp−1
B and thus fp(a1) and fp(a2) define the same cohomology class;

(iii) clearly f∗ is linear.

A short exact sequence of cochain complexes

0 → A∗ f
−→ B∗ g

−→ C∗ → 0

consists of cochain maps f and g such that

0 → Ap fp

−→ Bp gp

−→ Cp → 0

is exact for every p.

Lemma 10.6. For a short exact sequence of cochain complexes, the sequence

Hp(A∗)
f∗

−→ Hp(B∗)
g∗

−→ Hp(C∗)

is exact, i.e. Im f∗ = Ker g∗.

Proof. Since gp ◦ fp = 0, we have

g∗ ◦ f∗([a]
)

= g∗([fp(a)
])

=
[
gp(fp(a)

)
︸ ︷︷ ︸

=0

]
= 0

for every cohomology class [a] ∈ Hp(A∗). Hence Im f∗ ⊂ Ker g∗.
Conversely, let [b] ∈ Ker g∗ ⊂ Hp(B∗). Then [gp(b)] = g∗[b] = 0, so gp(b) − 0 ∈ Im dp−1

C . Hence
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gp(b) = dp−1
C (c). Since gp−1 is surjective, there exists b1 ∈ Bp−1 such that gp−1(b1) = c. It follows

that gp
(
dp−1

B (b1)
)

= dp−1
C

(
gp−1(b1)

)
= dp−1

C (c) = gp(b), and therefore gp
(
b − dp−1

B (b1)
)

= 0, i.e.

b− dp−1
B (b1) ∈ Ker gp = Im fp. Hence there exists a ∈ Ap such that fp(a) = b− dp−1

B (b1). We claim
that a is a p-cocycle (dp

Aa = 0). Since fp+1 is injective it suffices to show that fp+1(dp
Aa) = 0. But

fp+1(dp
Aa) = dp

B

(
fp(a)

)
= dp

B

(
b− dp−1

B (b1)
)

= dp
B(b) = 0

since b is a p-cocycle (note that [b] ∈ Hp(B∗)). So we have found a cohomology class [a] ∈ Hp(A∗)
such that

f∗[a] = [fp(a)] =
[
b− dp−1

B (b1)
︸ ︷︷ ︸
∈Im dp−1

B

]
= [b] = 0.

Remark 10.7. Th exact sequence in Lemma 10.6 need not be extendible to a short exact sequence.
Even though gp : Bp → Cp is surjective, the preimage (gp)−1(c) of a p-cocycle c ∈ Cp need not
contain a p-cocycle.

However, on cohomology level this works:

Definition 10.8. For a short exact sequence of cochain complexes

0 → A∗ f
−→ B∗ g

−→ C∗ → 0,

we define the linear map ∂∗ : Hp(C∗) → Hp+1(A∗) by

∂∗([c]) =
[
(fp+1)−1(dp

B

(
(gp)−1(c)

))]
.

The map ∂∗ is called the connecting homomorphism.

To prove that ∂∗ is well-defined we have to note several things. The definition requires that
for every b ∈ (gp)−1(c) we have dp

B(b) ∈ Im fp+1 and then the uniquely determined a ∈ Ap+1 with
fp+1(a) = dp

B(b) is a (p + 1)-cocycle. Finally, [a] ∈ Hp+1(A∗) should be independent of the choice
of b ∈ (gp)−1(c).

�� �� ��
0 // Ap−1 fp−1

//

dp−1
A

��

Bp−1 gp−1
//

dp−1
B

��

Cp−1 //

dp−1
C

��

0

0 // Ap fp

//

dp
A
��

Bp gp

//

dp
B

��

Cp

”∂∗“

uu u5 u5
u5
u5
u5
u5
u5
u5
u5
u5
u5
u5

//

dp
C

��

0

0 // Ap+1
fp+1

//

��

Bp+1
gp+1

//

��

Cp+1 //

��

0

We claim:

(i) If gp(b) = c and dp
C(c) = 0, then dp

B(b) ∈ Im fp+1.

(ii) If fp+1(a) = dp
B(b), then dp+1

A (a) = 0.
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(iii) If gp(b1) = gp(b2) = c and fp+1(ai) = dp
B(bi), then [a1] = [a2] ∈ Hp+1(A∗).

Proof. (i) follows since gp+1dp
B(b) = dp

C(c) = 0 and Ker gp+1 = Im fp+1.
(ii): Since fp+2 is injective and fp+2dp+1

A (a) = dp+1
B fp+1(a) = dp+1

B dp
B(b) = 0, we have dp+1

A (a) = 0.
(iii) follows since b1−b2 ∈ Ker gp = Im fp, so b1−b2 = fp(a) and hence dp

B(b1)−dp
B(b2) = dp

Bf
p(a) =

fp+1dp
A(a) and furthermore

(fp+1)−1dp
B(b1)

︸ ︷︷ ︸
=a1

− (fp+1)−1dp
B(b2)

︸ ︷︷ ︸
=a2

= dp
A(a) ∈ Im dp

A.

Now ai is a (p+ 1)-cocycle (dp+1
A (ai) = 0) since

fp+2dp+1
A (ai) = dp+1

B fp+1(ai) = dp+1
B dp

B(ai) = 0

and fp+2 is injective. Thus [a1] = [a2] ∈ Hp+1(A∗).

Lemma 10.9. The sequence

Hp(B∗)
g∗

−→ Hp(C∗) ∂∗

−→ Hp+1(A∗)

is exact.

Proof. Since
∂∗g∗([b]

)
= ∂∗[gp(b)

]
=
[(
fp+1)−1(

dp
B(b)
︸ ︷︷ ︸

=0

)]
= [0] = 0,

Im g∗ ⊂ Ker ∂∗.
Conversely, let ∂∗[c] = 0. Choose b ∈ Bp such that gp(b) = c. Since dp

C(c) = 0, dp
B(b) ∈ Im fp+1 by

(i). So, dp
B(b) = fp+1(ã) and dp+1

A (ã) = 0 by (ii). Since ã ∈ Ker dp+1
A = Im dp

A, ã = dp
A(a) for some

a ∈ Ap. Now
dp

B

(
b− fp(a)

)
= dp

B(b) − dp
Bf

p(a) = dp
B(b) − fp+1 dp

A(a)
︸ ︷︷ ︸

=ã

= 0

and
gp(b− fp(a)

)
= gp(b) − gpfp(a)︸ ︷︷ ︸

=0

= gp(b) = c.

Hence g∗
[
b− fp(a)

]
= [c], so Ker ∂∗ ⊂ Im g∗.

Lemma 10.10. The sequence

Hp(C∗) ∂∗

−→ Hp+1(A∗)
f∗

−→ Hp+1(B∗)

is exact.

Proof. Since
f∗∂∗[c] = f∗∂∗[ gp(b)︸ ︷︷ ︸

=c

]
= f∗[(fp+1)−1(

dp
B(b)

)]
=
[
dp

B(b)
]

= 0,

Im ∂∗ ⊂ Ker f∗.
Conversely, suppose that [a] ∈ Ker f∗ (⊂ Hp+1(A∗) ), that is dp+1

A (a) = 0 and
[
fp+1(a)

]
= f∗[a] = 0.

Then fp+1(a) is exact, so fp+1(a) = dp
B(b). Then dp

Cg
p(b) = gp+1dB(b) = gp+1fp+1(a) = 0, and so

∂∗[gp(b)
]

=
[(
fp+1)−1(

dp
B(b)

)]
=
[(
fp+1)−1(

fp+1(a)
)]

= [a].

Hence Ker f∗ ⊂ Im ∂∗.
We collect these to:
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Theorem 10.11 (Long exact cohomology sequence, ”Zig-zag lemma“). Let

0 → A∗ f
−→ B∗ g

−→ C∗ → 0

be a short exact sequence of cochain complexes. Then the sequence

· · · → Hp(A∗)
f∗

−→ Hp(B∗)
g∗

−→ Hp(C∗) ∂∗

−→ Hp+1(A∗)
f∗

−→ Hp+1(B∗) → · · ·

is exact.

Definition 10.12. Cochain maps f, g : A∗ → B∗ are ssaid to be cochain homotopic if there are
linear maps s : Ap → Bp−1 such that

dp−1
B s+ sdp

A = f − g : Ap → Bp

for every p.

Lemma 10.13. For two cochain homotopic maps f, g : A∗ → B∗, we have

f∗ = g∗ : Hp(A∗) → Hp(B∗).

Proof. (cf. Theorem 9.4)
If [a] ∈ Hp(A∗), then

(f∗ − g∗)[a] =
[
fp(a) − gp(a)

]
=
[
dp−1

B s(a) − s dp
A(a)
︸ ︷︷ ︸

=0

]
=
[
dp−1

B s(a)
︸ ︷︷ ︸
∈Im dp−1

B

]
= 0 ∈ Hp(B∗).

Lemma 10.14. If A∗ and B∗ are cochain ncomplexes, then

Hp(A∗ ⊕B∗) = Hp(A∗) ⊕Hp(B∗).

Proof. Clearly
Ker

(
dp

A⊕B

)
= Ker dp

A ⊕ Ker dp
B

and
Im
(
dp−1

A⊕B

)
= Im dp−1

A ⊕ Im dp−1
B .

Theorem 10.15 (The 5-Lemma). Consider the following diagram of vector spaces and linear maps
(or Abelian groups and homomorphisms):

A1

f1

��

α1 // A2

f2

��

α2 // A3

f3

��

α3 // A4

f4

��

α4 // A5

f5

��
B1

β1

// B2
β2

// B3
β3

// B4
β4

// B5,

where horizontal sequences are exact and f1, f2, f4 and f5 are isomorphisms. Then also f4 is an
isomorphism.

Proof. (Exercise)

Remark 10.16. The assumptions can be weakened as:

f2, f4 surjective and f5 injective ⇒ f3 surjective,

f2, f4 injective and f1 surjective ⇒ f3 injective.
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11 De Rham Theorem

In this section we focus on de Rham cohomology and its connection to Čech and singular coho-
mologies.

We start with the fundamental Meyer-Vietoris theorem. Suppose that U and V are open subsets
of M such that U ∪ V = M . We have the following inclusions

U � p

k

!!❈
❈❈

❈❈
❈❈

❈

U ∩ V
,
�

i

::✉✉✉✉✉✉✉✉✉
� r

j
$$■

■■
■■

■■
■■

■ M,

V
.
� ℓ

==④④④④④④④

pullbacks
Ap(U)

� t

i∗

''❖❖
❖❖

❖❖
❖❖

❖❖
❖

Ap(M)
+
�

k∗

88rrrrrrrrrr

� s

ℓ∗

&&▲
▲▲

▲▲
▲▲

▲▲
▲

Ap(U ∩ V ),

Ap(V )
*

 j∗

77♦♦♦♦♦♦♦♦♦♦♦

and induced cohomology maps

Hp
dR(U)

� u

i∗

''PP
PP

PP
PP

PP
P

Hp
dR(M)

+
�

k∗

88qqqqqqqqqqq

� s

ℓ∗

&&▼▼
▼▼

▼▼
▼▼

▼▼
▼

Hp
dR(U ∩ V ).

Hp
dR(V )

*

 j∗

77♦♦♦♦♦♦♦♦♦♦♦♦

Let us consider the following sequence

(11.1) 0 → Ap(M) k∗⊕ℓ∗

−−−−→ Ap(U) ⊕ Ap(V )
i∗−j∗

−−−→ Ap(U ∩ V ) → 0,

where

(k∗ ⊕ ℓ∗)ω = (k∗ω, ℓ∗ω), ω ∈ Ap(M),

(i∗ − j∗)(α, β) = i∗α− j∗β, α ∈ Ap(U), β ∈ Ap(V ).

Since pullbacks commute with the exterior derivative d, we have

Hp
dR(M) k∗⊕ℓ∗

−−−−→ Hp
dR(U) ⊕Hp

dR(V )
i∗−j∗

−−−→ Hp
dR(U ∩ V ).

Suppose that

(11.2) 0 → A∗(M) k∗⊕ℓ∗

−−−−→ A∗(U) ⊕ A∗(V )
i∗−j∗

−−−→ A∗(U ∩ V ) → 0

is a short exact sequence (of cochain complexes), i.e. the sequence (11.1) is exact for every p. Then
the ”Zig-zag lemma“, Theorem 10.11, implies
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Theorem 11.3 (The Meyer-Vietoris sequence). If M = U ∪ V for some open sets U and V , then
the sequence

· · · → Hp
dR(M) k∗⊕ℓ∗

−−−−→ Hp
dR(U) ⊕Hp

dR(V )
i∗−j∗

−−−→ Hp
dR(U ∩ V ) ∂∗

−→ Hp+1
dR (M)

k∗⊕ℓ∗

−−−−→ Hp+1
dR (U) ⊕Hp+1

dR (V ) → · · ·

is exact.

This is a fundamental calculation technique that can be used to determine H∗
dR(M) as a ”func-

tion“ of H∗
dR(U),H∗

dR(V ) and H∗
dR(U ∩ V ). To prove Theorem 11.3 we need the following:

Lemma 11.4. Suppose that U and V are open subsets of M such that M = U ∪ V . Then the
sequence

0 → A∗(M) k∗⊕ℓ∗

−−−−→ A∗(U) ⊕ A∗(V )
i∗−j∗

−−−→ A∗(U ∩ V ) → 0

is exact, where k, ℓ, i and j are inclusions as above.

Proof. Claim 1. k∗ ⊕ ℓ∗ is injective:
Suppose σ ∈ Ap(M) satisfies (k∗ ⊕ ℓ∗)σ = (σ|U, σ|V ) = (0, 0). Since M = U ∪ V , we have σ = 0.
Claim 2. Im(k∗ ⊕ ℓ∗) = Ker(i∗ − j∗):
For every σ ∈ Ap(M),

(i∗ − j∗) ◦ (k∗ ⊕ ℓ∗)σ = (i∗ − j∗)(σ|U, σ|V ) = i∗(σ|U) − j∗(σ|V ) = σ|(U ∩ V ) − σ|(U ∩ V ) = 0,

so Im(k∗ ⊕ ℓ∗) ⊂ Ker(i∗ − j∗).
Conversely, suppose

(α, β)︸ ︷︷ ︸
∈Ap(U)⊕Ap(V )

∈ Ker(i∗ − j∗).

Thus
(i∗ − j∗)(α, β) = i∗α− j∗β = α|(U ∩ V ) − β|(U ∩ V ) = 0,

so α|(U ∩ V ) = β|(U ∩ V ). Hence we can define σ ∈ Ap(M) by

σ =

{
α, in U,

β, in V.

Then (k∗ ⊕ ℓ∗)σ = (k∗σ, ℓ∗σ) = (α, β), hence Ker(i∗ − j∗) ⊂ Im(k∗ ⊕ ℓ∗).
The only ”nontrivial“ part is the following.
Claim 3. i∗ − j∗ is surjective:
If U ∩V = ∅, M is disconnected and the claim is trivial. Let ω ∈ Ap(U ∩V ) be arbitrary. We need
to find α ∈ Ap(U) and β ∈ Ap(V ) such that

ω = (i∗ − j∗)(α, β) = i∗α− j∗β = α|(U ∩ V ) − β|(U ∩ V ).

Let {ϕ,ψ} be a smooth partition of unity subordinate to {U, V }. Define

α =

{
ψω, in U ∩ V,

0, in U \ suppψ.

Since ψω = 0 on (U ∩ V ) \ suppψ, so α ∈ Ap(U). Similarly,

β =

{
−ϕω, in U ∩ V,

0, in V \ suppϕ.

Then α|(U ∩ V ) − β|(U ∩ V ) = ψω + ϕω = (ψ + ϕ)ω = ω.
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11.5 Some calculations and applications

Proposition 11.6 (Disjoint union). Let Mj , j ∈ N, be disjoint smooth n-manifolds and M =⊔
j∈NMj . Then, for every p, the inclusion maps ij : Mj →֒ M induce an isomorphism

Hp
dR(M) →

∏

j∈N

Hp
dR(Mj).

Proof. Pullbacks i∗j : Ap(M) → Ap(Mj) induce an isomorphism Ap(M) →
∏

j∈N Ap(Mj),
ω 7→ (ω|M1, ω|M2, . . .). This map is injective since (ω|M1, ω|M2, . . .) = (0, 0, . . .) if and only if
ω = 0. It is surjective since arbitrary p-forms on Mj define a p-form on M .

Theorem 11.7. If M is simply connected, then H1
dR(M) = 0.

Remark 11.8. A smooth 1-form ω ∈ A1(M) s exact if and only if
∫

γ ω = 0 for every closed
(piecewise) smooth γ : [0, 1] → M :
Indeed, if ω ∈ A1(M) is exact, ω = df for some f ∈ C∞(M). So,

∫

γ
ω =

∫

γ
df = f

(
γ(1)

)
− f

(
γ(0)

)
= 0.

For the converse direction, let ω ∈ A1(M) and fix x0 ∈ M . For every x ∈ M , let α : [0, 1] → M be
an arbitrary smooth path form α(0) = x0 to α(1) = x and define f(x) =

∫
α ω. We claim that f is

well-defined and df = ω. Let α̃ : [0, 1] → M be another smooth path from α̃(0) = x0 to α̃(1) = x.
Then α followed by −α̃, −α̃(s) = α̃(1 − s) is closed and piecewise smooth, hence

0 =
∫

α(−α̃
ω =

∫

α
ω +

∫

−α̃)
ω =

∫

α
ω −

∫

−α̃
ω,

so f is well-defined. Finally, df = ω follows from ”real analysis“.

Proof of Theorem 11.7. (Idea)
Let ω ∈ A1(M) be closed. We need to show that ω is exact. Let γ : [0, 1] → M be closed and
piecewise smooth. Since M is simply connected, γ bounds a surface Σ = H

(
[0, 1] × [0, 1]

)
with

piecewise smooth boundary ∂Σ = γ. Above H is a smooth homotopy between γ and the constant
(path) γ(0). (We have also slightly abused the notation.) By Stokes’s theorem,

∫

γ
ω =

∫

Σ
dω = 0

since ω is closed. By Remark 11.8, ω is exact.

Theorem 11.9. For n ≥ 1

Hp
dR(Sn) =

{
R, p = 0 or p = n,

0, 0 < p < n.

Proof. Since Sn is connected, H0
dR(Sn) = 0 by Theorem 9.1.

Let p ≥ 1. We prove the claim by induction on the dimension n. If ω ∈ A1(S1) is an orientation
(volume) form, c0 =

∫
S1 ω 6= 0. Hence ω is not exact and [ω] ∈ H1

dR(S1) (note that every ω ∈ A1(S1)
is closed). Let η ∈ A1(S1) be arbitrary and c := 1

c0

∫
S1 η. Then

∫
S1(η − cω) = 0, and so η − cω is

exact and [η] = c[ω]. Hence dimH1
dR(S1).

Let n ≥ 2 and assume that the claim holds for Sn−1. Since Sn is simply connected, H1
dR(Sn) = 0.
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For p > 1, we apply Meyer-Vietoris theorem. Let x0, y0 ∈ Sn be the north and the south pole, U =
Sn \ {y0} and V = Sn \ {y0}. Then U and V are diffeomorphic with Rn, so Hq

dR(U) = Hq
dR(V ) = 0

for q ≥ 1. By the Meyer-Vietoris theorem

Hp−1
dR (U) ⊕Hp−1

dR (V )
︸ ︷︷ ︸

=0

→ Hp−1
dR (U ∩ V ) → Hp

dR(Sn) → Hp
dR(U) ⊕Hp

dR(V )
︸ ︷︷ ︸

=0

is exact, hence Hp−1
dR (U ∩V ) ∼= Hp

dR(Sn). On the other hand, U ∩V is diffeomorphic with Rn \ {0},
hence homotopic with Sn−1, so Hp

dR(Sn) ∼= Hp−1
dR (Sn−1) and the claim holds for Sn.

Corollary 11.10. Let n ≥ 2, x ∈ Rn and M = Rn \ {x}. Then

Hp
dR(M) =

{
R, p = 0 or p = n− 1,

0, otherwise.

Furthermore, a closed (n − 1)-form η is exact if and only if
∫

S η = 0 for all (n − 1)-spheres
surrounding x, i.e. S = ∂B for some open ball B ∋ x.

Proof. Let S = ∂B for some open ball B ∋ x. Then Rn \ {x} is homotopic with S hence with
Sn−1. Thus the first claim follows from Theorem 11.9 and 9.5.
Let η be a closed (n− 1)-form on M . Then η is exact on M if and only if i∗η is exact on S, where
i : S →֒ M is he inclusion (note that i is a homotopy equivalence i ◦ idM

∼= idM , idM ◦i ∼= idSn).
If η (hence (i∗η) is exact, then

∫
S η =

∫
S i

∗η = 0 by Corollary 7.12. The converse direction follows
from the following lemma.

Lemma 11.11. An n-form ω ∈ An(Sn) is exact if and only if
∫
Sn ω = 0.

Proof. The implication ⇒ follows from Corollary 7.12.
⇐ Let ω ∈ An(Sn). We prove the claim by induction on n. The case n = 1 follows basicly from

Remark 11.8.
Suppose the claim holds for Sn−1. Let Sn = N ∪ S, where N = {x ∈ Sn : xn+1 ≥ 0} and S = {x ∈
Sn : xn+1 ≤ 0}. Let ON = {x ∈ Sn : xn+1 > −ε} and OS = {x ∈ Sn : xn+1 < ε} for 0 < ε < 1/2.
The common boundary Sn−1 = ∂N = ∂S has oppposite Stokes orientations with respect to N and
S. By Poincaré’s lemma 9.7 (applied with diffeomorphisms ϕ : OS → Bn(0, 1), ψ : ON → Bn(0, 1)),
there exist αN ∈ An−1(ON ) and αS ∈ An−1(OS) such that dαN = ω on ON and dαS = ω on OS

(note that dϕ∗ = ϕ∗d, dψ∗ = ψ∗d). By the assumption and Stokes’s theorem,

0 =
∫

Sn
ω =

∫

N
ω +

∫

S
ω =

∫

N
dαN +

∫

S
dαS

=
∫

∂N
i∗αN +

∫

∂S
i∗αS =

∫

Sn−1
i∗αN −

∫

Sn−1
i∗αS

=
∫

Sn−1
i∗(αN − αS),

where i : Sn−1 →֒ Sn is the inclusion. By induction, i∗(αN − αS) is exact. Let O = ON ∩ OS and
r : O → Sn−1 be the retraction along meridians. Now i ◦ r ∼= idO. Since d(αN − αS) = ω − ω = 0,
αN − αS − r∗i∗(αN − αS) is exact (Theorem 9.4). But i∗(αN − αS) ∈ An−1(Sn−1) is exact (by the
induction hypothesis), so r∗i∗(αN − αS) ∈ An−1(O) is exact. Hence αN − αS ∈ An−1(O) is exact.
So, there exists β ∈ An−1(O) such that dβ = αN − αS on O. Finally, extend β by using a bump
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function to γ ∈ An−1(Sn) such that γ = β on O and γ = 0 on Sn \ V , where V is open such that
Ō ⊂ V . Then

λ =

{
αN , on N,

αS + dγ, on S

is smooth and dλ = ω on Sn

Corollary 11.12. If n 6= m, then Rm and Rm are not heomeomorphic.

Proof. Suppose that Rn and Rm are homeomorphic. Then Rn \ {0} and Rm \ {0} are homeo-
morphic. Hence Hp

dR(Rn \ {0}) ∼= Hp
dR(Rm \ {0}) for all p, but this implies n = m.

Recall Theorem 8.16. There is no continuous map f : B̄n → Sn−1 with f |Sn−1 = idSn−1 .
We give another proof for this. We may assume that n 6= 2 since B̄1 = [−1, 1] is connected but
S0 = {−1, 1} is disconnected. The map r : Rn \ {0} → Rn \ {0}, r(x) = x/|x|, is homotopic
to idRn\{0} by H(t, x) = t idRn\{0}(x) + (1 − t)r(x). If f : B̄n → Sn−1 were a continuous map
with f |Sn−1 = idSn−1 , then f

(
tr(x)

)
, 0 ≤ t ≤ 1, would be a homotopy between a constant map

and r. This would imply that Rn \ {0} is contractible, hence Hn−1
dR (Rn \ {0}) = 0 which is a

contradiction.

Theorem 11.13 (Hairy ball theorem). There exists a continuous nowhere vanishing vector field
V on Sn (Vx ∈ TxS

n ∀x ∈ Sn) if and only if n is odd.

Proof. Suppose n is odd, n = 2m− 1, m ≥ 1. Define V : Rn+1 → Rn+1 by

V (x1, . . . , x2m) = (−x2, x1,−x4, x3, . . . ,−x2m, x2m−1).

Clearly, V is continuous, |V (x)| = 1 ∀x ∈ Sn and V (x) · x = 0. Hence V is a continuous nowhere
vanishing vector field on Sn

Conversely, suppose that such V exists on Sn. Extend it to a map Y : Rn+1 \ {0} → Rn+1 \ {0} by
setting

Y (x) = V (x/|x|), x ∈ Rn+1 \ {0}.

Then Y (x) 6= 0 and Y (x) · x = 0 on Rn+1 \ {0}. The map

F (x, t) = cos(tπ)x+ sin(tπ)Y (x)

defines a homotopy from f0 = idRn+1\{0} to the antipodal map f1 = − idRn+1\{0}. Hence f∗
1 is the

identity on Hn
dR(Rn+1 \ {0}) which is 1-dimensional. On the other hand, f∗

1 : Hn
dR(Rn+1 \ {0}) →

Hn
dR(Rn+1 \ {0}) operates by multiplication by (−1)n+1 [Exerc.]. Hence n is odd.

11.14 Čech cohomology (sketch)

Definition 11.15. Let M be a smooth manifold and {Uα}α∈A an open cover of M . We say that
U = {Uα}α∈A is a good cover if for every finite set {α1, . . . , αk} ⊂ A of indices the intersection
Uα1 ∩ · · · ∩ Uαk

is either empty or diffeomorphic to Rn (hence contractible).

Lemma 11.16. Every smooth manifold M has good covers.

Proof. Equip M with a Riemannian metric. Then for every x ∈ M there exists rx > 0 such
that (metric, geodesic) open balls B(x, r) are convex for all 0 < r ≤ rx. Then {B(x, rx)}x∈M is a
good cover.
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Definition 11.17. A smooth manifold M has finite topology if there exists a finite good cover
{U1, . . . , UN}.

Examples 11.18. 1. A compact manifold M has finite topology.

2. If C ⊂ M is compact and U0 is an open neighborhood of C, there exists an open neighborhood
U of C such that U ⊂ U0 and U has finite topology.

Theorem 11.19. If Mn has finite topology, then all Hp
dR(M) are finite dimensional.

Proof. The claim follows from the Meyer-Vietoris theorem and Lemma 10.2 by induction on
the number of sets in a good cover.
Let U = {U1, . . . , UN} be a good cover of Mn. If N = 1, then M = U1 is doffeomorphic to Rn, so

Hp
dR(M) =

{
R, p = 0,

0, p > 0.

Suppose the claim holds for N − 1. Let U = U2 ∪ · · · ∪ UN . Then {U2, . . . , UN } is a good cover
of U , hence Hp

dR(U) are finite dimensional by the induction hypothesis. The manifold U ∩ U1 has
a good cover {U1 ∩ U2, . . . , U1 ∩ UN }, so the cohomology groups of U ∩ U1 are finite dimensional.
Now M = U ∪ U1 and we have the exact Meyer-Vietoris sequence

Hp−1
dR (U ∩ U1) ∂∗

−→ Hp
dR(M) → Hp

dR(U) ⊕Hp
dR(U1)

and the claim follows from Lemma 10.2.
In fact, the dimensions of Hp

dR(M) are determined by intersection properties of sets Uα, i.e. by
the list of multi-indices for which the intersections are non-empty. The collection of such multi-
indices is called the nerve of U . This suggests that any cohomology theory whose input is the nerve
of U and cohomology groups (vector spaces) as output will be isomorphic to de Rham cohomology.

Let U = {U1, . . . , Ud} be a good cover of M . Denote by Nk(U) the set of all multi-indices

I = (i0, . . . , ik), 1 ≤ i0, . . . , ik ≤ d,

such that
UI := Ui0 ∩ · · · ∩ Uik

6= ∅.

Hence such UI is diffeomorphic to Rn. For example, I = (i, i, . . . , i) ∈ Nk(U) since UI = Ui. The
disjoint union

N(U) =
⊔

k≥0

Nk(U)

is called the nerve of U and Nk(U) is the k-skeleton of N(U). If I = (i, i, . . . , i) ∈ Nk(U), then

Ij := (i0, . . . , îj, . . . , ik) ∈ Nk−1(U).

We associate a cochain complex C∗/U) to N(U) by defining the vector space

Ck(U ,R) = {u : Nk(U) → R.

The differential (or coboundary operator) is the linear map d : Ck(U ,R) → Ck+1(U ,R) defined by

du(I) =
k+1∑

j=0

(−1)jIj ,
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that is,

du(i0, . . . , ik+1) =
k+1∑

j=0

(−1)ju(i0, . . . , îj, . . . , ik+1.

Then d ◦ d
(
: Ck(U ,R) → Ck+2(U ,R)

)
= 0. Indeed, if u ∈ Ck(U ,R), then

d(du)(I) =
k+2∑

i=0

(−1)idu(Ii) =
k+2∑

i=0

(−1)i


∑

j<i

(−1)ju(Ii,j) +
∑

j>i

(−1)j−1u(Ii,j)


 = 0

since each u(Ii,j), i 6= j, occurs twice, but with opposite signs. Note that the sign (−1)j−1 for j > i
occurs since the (original) ith index ii is missing and therefore ij is the (j − 1)st index.

The cochain complex

0 → C0(U ,R) d
−→ C1(U ;R) d

−→ · · ·
d
−→ Ck(U ,R) d

−→ · · ·

is called the Čech cochain complex of the cover U and the Čech cohomology vector spaces of the
cover U are

Hk(U ,R) =
Ker

(
d : Ck(U ,R) → Ck+1(U ,R)

)

Im
(
d : Ck−1(U ,R) → Ck(U ,R)

) .

Theorem 11.20. Suppose that M has a finite good cover U . Then for all k ≥ 0

Hk(U ;R) ∼= Hk
dR(M).

Very rough idea of the proof: Both de Rham and Čech cohomology theories have Meyer-Vietoris
sequences and satisfy the Poincaré lemma. Then the proof goes via induction on the number of
sets in the good cover together with the 5-Lemma.

We can reduce the proof to the following general:

Proposition 11.21. Let Mn be a smooth manifold. Suppose P (U) is a statement about open
subsets U ⊂ M satisfying;

(1) P (U) is true if U is diffeomorphic to a convex subset of Rn;

(2) P (U), P (V ), P (U ∩ V ) ⇒ P (U ∪ V );

(3) {Uα} disjoint and P (Uα) ∀α ⇒ P
(

∪α Uα
)
.

Then P (M) holds.

Proof of Propositio 11.21. Assume first that Mn is diffeomorphic to an open subset of Rn.
So, we may think of Mn being an open subset of Rn. By (1), (2) and induction it follows that
P (U) holds if U is a union of finite number of convex open subsets of Rn because

(U1 ∪ U2 ∪ · · · ∪ Un) ∩ Un+1 = (U1 ∩ Un+1) ∪ · · · (Un ∩ Un+1)

and a nonempty intersection of two convex sets is convex.
Let then {Vi} be a collection of open sets such that V̄i is compact. Take a (smooth) partition of
unity {fi} subordinate to {Vi} and define f =

∑
j jfj. Let Aj = f−1[j, j + 1]. Then Aj is compact

since f is proper. Cover Aj by finite union Uj of convex open subsets contained in f−1(j− 1
2 , j+ 3

2).
Then Aj ⊂ Uj ⊂ f−1(j − 1

2 , j + 3
2). So Ueven are disjoint and similarly Uodd are disjoint. Since Uj
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is a finite union of convex open sets, P (Uj) holds. By (3), P (U) and P (V ) hold, where U = ∪jU2j

and V = ∪jU2j+1. Now

U ∩ V =
⊔

j

(
U2j ∩ U2j+1

)

is a disjoint union of sets U2i ∩ U2j+1 that are either empty or finite unions of convex open sets.
Hence P (U ∩ V ) holds. Now it follows from (2) that P (M) = P (U ∪ V ) holds. Hence P (U) is true
for all open U that are diffeomorphic to an open subset of Rn. Replacing above ”convex open“ by
”open“ and repeating the argument completes the proof.

The crucial step in the proof of Theorem 11.20 is to verify the property (2) in Proposition 11.21
[P (U), P (V ), P (U ∩V ) ⇒ P (U ∪ V )]. Here we apply Meyer-Vietoris sequences and the 5-Lemma
to exact sequences

Hp−1
dR (U) ⊕Hp−1

dR (V )

∼=
��

// Hp−1
dR (U ∩ V )

∼=
��

// Hp
dR(U ∪ V ) −→

��
Hp−1({U},R) ⊕Hp−1({V },R) // Hp−1({U ∩ V },R) // Hp({U ∪ V },R) −→

−→ Hp
dR(U) ⊕Hp

dR(V )

∼=
��

// Hp
dR(U ∩ V )

∼=
��

−→ Hp({U},R) ⊕Hp({V },R) // Hp({U ∩ V },R).

The 5-Lemma implies that also Hp
dR(U ∪ V ) → Hp({U ∪ V },R) is an isomorphism.

11.22 Singular (co-)homology

Let e0, e1, . . . be the standard basis of R∞. The standard p-simplex, p ≥ 0, is

∆p =

{ p∑

i=0

λiei :
p∑

i=0

λi = 1, 0 ≤ λi ≤ 1

}
,

i.e. the convex hull of {e0, . . . , ep}. λi’s are called barycentric coordinates.
Let X be a topological space. A singular p-simplex in X is a continuous map φ : ∆p → X.

”Singular“ refers to the lack of regularity. The singular p-chain group of X, Cp(X), is the free
Abelian group generated by all singular p-simplices in X. An element of Cp(X), called a singular
p-chain, is a finite formal linear combination of singular p-simplices with integer coefficients

∑

φ

nφφ,

with nφ ∈ Z equal to zero for all but a finite number of φ.

Remark 11.23. Let us recall the notion of a free Abelian group generated by a set.
Let A be an arbitrary set and F (A) = {f : A → Z | f(a) 6= 0 for only finitely many a ∈ A}. Define
in F (A), the sum f + g by (f + g)(a) = f(a) + g(a). Then

(
F (A),+

)
is an Abelian group. For any

a ∈ A, define fa = χ{a} ∈ F (A). Then {fa : a ∈ A} is a basis for F (A) as a free Abelian group. By
identifying a with fa, we may interpret A as the basis of F (A).
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For p+1 points v0, . . . , vp ∈ RN (not necessarily in general position) we define an affine singular
p-simplex [v0, . . . , vp] : ∆p → RN as the map

p∑

i=0

λiei 7→
p∑

i=0

λivi.

For each i ∈ {0, . . . , p}, let F p
i : ∆p−1 → ∆p be the affine singular (p−1)-simplex F p

i = [e0, . . . , êi, . . . , ep].
More precisely, F p

i is the restriction to ∆p−1 of the affine map such that

e0 7→ e0

...

ei−1 7→ ei−1

ei 7→ ei+1

...

ep−1 7→ ep.

F p
i is called the ith face map. Note that F p

i maps ∆p−1 homeomorphically onto the boundary face
of ∆p opposite the vertex ei. Note also that, for i > j,

(11.24) F p
i ◦ F p−1

j = F p
j ◦ F p−1

i−1 : ∆p−2 → ∆p.

Let then φ : ∆p → X be a singular p-simplex. We define a singular (p − 1)-chain ∂φ, called the
boundary of φ by

∂φ =
p∑

i=0

(−1)Ãőφ ◦ F p
i .

This definition extends uniquely to a homomorphism ∂ : Cp(X) → Cp−1(X), called the boundary
operator

∂
(∑

φ

nφφ
)

=
∑

φ

nφ∂φ.

Proposition 11.25. The composition ∂ ◦ ∂ : Cp(X) → Cp−2(X) is zero.

Proof. We have

∂(∂φ) =
p−1∑

j=0

p∑

i=0

(−1)i+jφ ◦ F p
i ◦ F p−1

j

=
∑

0≤j<i≤p

(−1)i+jφ ◦ F p
i ◦ F p−1

j +
∑

0≤i≤j≤p−1

(−1)i+jφ ◦ F p
i ◦ F p−1

j .

Writing j′ = i, i′ − 1 = j in the second sum and using (11.24) it bocomes
∑

0≤j′<i′≤p

(−1)i′+j′−1φ ◦ F p
j′ ◦ F p−1

i′−1 =
∑

0≤j′<i′≤p

(−1)i′+j′−1φ ◦ F p
i′ ◦ F p−1

j′

so the sums cancel term by term.
A singular p-chain σ is called a p-cycle if ∂σ = 0. The set of all p-cycles, denoted by Zp(X), is

a subgroup of Cp(X) as the kernel of the homomorphism ∂. Similarly, the image ∂Cp+1(X) is the
subgroup Bp(X) of all p-boundaries. The quotient group

Hp(X) = Zp(X)/Bp(X)
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is the pth (singular) homology group of X. This is zero if every p-cycle is the boundary of a
(p+ 1)-chain. Intuitively, this means that there are no p-dimensional ”holes“ in X.

If f : X → Y is continuous, let f♯ : Cp(X) → Cp(Y ) be the homomorphism defined by

f♯σ = f ◦ σ

for all p-simplex σ. Since f♯ commutes with ∂, f♯(∂σ) = ∂f♯σ, f♯ maps Zp(X) into Zp(Y ) and
Bp(X) into Bp(Y ). Hence it passes to quotients and defines a homomorphism

f♯ : Hp(X) → Hp(Y ).

We have the Meyer-Vietoris sequence: Let X be a topological space and U, V ⊂ X open sets such
that X = U ∪ V . For each p there exists a homomorphism ∂∗ : Hp(X) → Hp−1(U ∩ V such that
the sequence

· · ·
∂∗−→ Hp(U ∩ V )

i∗⊕j∗

−−−→ Hp(U) ⊕Hp(V )
k∗−ℓ∗−−−−→ Hp(X)

∂∗−→ Hp−1(U ∩ V ) → · · ·

is exact.
We define the singular pth cohomology group Hp(X;R) with coefficients in R as a real vector

space that is isomorphic to the space Hom
(
Hp(X),R

)
of group homomorphisms Hp(X) → R. Any

continuous map f : X → Y induces a linear map f∗ : Hp(Y ;R) → Hp(X;R),

(f∗γ)[c] = γ
(
f♯[c]

)

for every γ ∈ Hp(Y ;R) ∼= Hom
(
Hp(Y ),R

)
and [c] ∈ Hp(X). Singular cohomology groups satisfy

the Meyer-Vietoris theorem.

11.26 Smooth singular homology

The connection between singular and de Rham cohomologies is established by integrationg differ-
ential p-forms over singular p-chains. Given a singular p-simplex σ : ∆p → M and a differential
p-form ω, we would like to integrate the pullback σ∗ over ∆p.
However, we face a problem. Pullback is defined for smooth maps (at least C1) only. [Regularity
could be weakened further but not for arbitrary continuous maps.]
To circumvent this problem we need to define a smoothing operator s : Cp(M) → C∞

p (M) (smooth
p-chain group) such that it commutes with the boundary operator s ◦∂ = ∂ ◦ s and s ◦ i = idC∞

p (M)

[i : C∞
p (M) →֒ Cp(M)] and we need a homotopy operator that shows that i ◦ s induces the identity

map on Hp(M).

Definition 11.27. The pth smooth singular homology group of M is the quotient

H∞
p (M) =

Ker
[
∂ : C∞

p (M) → C∞
p−1(M)

]

Im
[
∂ : C∞

p+1(M) → C∞
p (M)

] .

Theorem 11.28. For a smooth manifold M , the map i∗ : H∗
p(M) → Hp(M) induced by the inclu-

sion i : C∞
p (M) →֒ Cp(M) is an isomorphism.

The proof is technical (based on Whitney type approximation) construction of homotopy from
each continuous simplex to a smooth one that respects the restriction to each boundary face of ∆p.
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11.29 de Rham homomorphism, the de Rham’s theorem

Let σ : ∆p → M be a smooth p-simplex and ω a closed p-form on M . Define

∫

σ
ω :=

∫

∆p

σ∗ω.

This definition makes sense since ∆p has the induced orientation from Rp+1. If c =
∑

i ciσi is a
smooth p-chain, then ∫

c
ω :=

∑

i

ci

∫

σi

ω.

Stokes’s theorem (we can neglect ”corners“):
If c is a smooth p-chain and ω a smooth (p− 1)-form, then

∫

∂c
ω =

∫

c
dω.

We define the de Rham homomorphism Ψ∗ : Hp
dR(M) → Hp(M ;R) ∼= Hom

(
Hp(M),R

)
by

Ψ∗[ω][c] =
∫

c̃
ω, ∀ [ω] ∈ Hp

dR(M), [c] ∈ Hp(M) ∼= H∞
p (M),

where c̃ is any smooth p-cycle in [c] ∈ Hp(M). It is well-defined. Indeed, if c1, c2 ∈ [c] are smooth,
then c1 − c2 = ∂b for some smooth (p+ 1)-chain, so

∫

c1

ω −
∫

c2

ω =
∫

∂b
ω =

∫

b
dω = 0

since ω ∈ [ω] is closed. If ω = dη is exact, then

∫

c̃
ω =

∫

c̃
dη =

∫

∂c̃
η = 0

since ∂c̃ = 0. So, Ψ∗ is a well-defined homomorphism.

Theorem 11.30 (The de Rham’s theorem). The homomorphism

Ψ∗ : Hp
dR(M) → Hp(M ;R)

is an isomorphism for all p and for every smooth manifold M .

Proof. The idea of the proof is, of course, the same as in the proof of Theorem 11.20. We have
Meyer-Vietoris sequences, Poincaré lemma and the 5-Lemma for both cohomologies.
Thus, let P (U) be the property:

Ψ∗ : Hp
dR(U) → Hp(U ;R)

is an isomorphism for an open set U ⊂ M .
Then we have:
(1): P (U) holds if U is diffeomorphic to an open convex subset of Rn (Poincaré lemma).
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(3): {Uα} disjoint and P (Uα) holds ∀ α ⇒ P (∪αUα) holds.
(2): Suppose P (U), P (V ) and P (U∩) hold. Then

Hp−1
dR (U) ⊕Hp−1

dR (V )

∼= Ψ∗⊕Ψ∗

��

// Hp−1
dR (U ∩ V )

∼= Ψ∗

��

// Hp
dR(U ∪ V ) −→

Ψ∗ homom.
��

Hp−1(U ;R) ⊕Hp−1(V ;R) // Hp−1(U ∩ V ;R) // Hp(U ∪ V ;R) −→

−→ Hp
dR(U) ⊕Hp

dR(V )

∼= Ψ∗⊕Ψ∗

��

// Hp
dR(U ∩ V )

∼= Ψ∗

��
−→ Hp(U ;R) ⊕Hp(V ;R) // Hp(U ∩ V ;R).

The 5-Lemma implies that also Hp
dR(U ∪V ) → Hp(U ∪V ;R) is an isomorphism, so P (U ∪V ) holds.

Proposition 11.21 implies that Ψ∗ : Hp
dR → Hp(M ;R) is an isomorphism.
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