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Abstract
This paper provides a conceptual framework that allows for distinguishing between 
different kinds of generalisation and applicability. It is argued that generalising mod-
els may bring epistemic benefits. They do so if they show that restrictive and unre-
alistic assumptions do not threaten the credibility of results derived from models. 
There are two different notions of applicability, generic and specific, which give rise 
to three different kinds of generalizations. Only generalising a result brings epis-
temic benefits concerning the truth of model components or results. Abstracting the 
model and applying the model into new systems are not intrinsically epistemically 
beneficial in this way. The Dixit-Stiglitz model of monopolistic competition is used 
as an illustration.

Keywords Generalisation · Epistemology of modelling · Model applicability · 
Systems · Dixit-Stiglitz model

1 Introduction

Generalising models is considered important in mathematical modelling. Modellers 
routinely use several expressions to indicate an epistemic benefit from generalisa-
tion. In economics, for example, they may say that an assumption has been relaxed 
or that they have dropped restrictive assumptions. Philosophers of economics have 
long recognised such epistemic benefits. Bert Hamminga (1983) observed, for 
example, that ‘it is widely accepted by economists that the less restrictive assump-
tions are needed, the higher the “value” of the result’.

However, there is no philosophical account of generalisation that explains pre-
cisely what kind of generalisation provides epistemic benefits. A generalisation 
yields an epistemic benefit if it justifiably increases the modellers’ confidence in the 
truth of a model component or result. Some generalisations do not provide epistemic 
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benefits, however, and this is why some philosophers (e.g., Potochnik, 2017) have 
understandably found it difficult to justify generality via its contribution to truth. 
The purpose of this paper is to provide an account that is capable of distinguishing 
between different kinds of generalisations, and of singling out the cases in which it 
is indeed truth-conducive. Only epistemic benefits that pertain to modifications to a 
model that already applies to some system are considered, and I do not aim to pro-
vide a comprehensive account of the epistemic benefits of models.

Increasing a model’s generality in an epistemically beneficial way helps to solve 
some of the problems that arise from the necessity of making unrealistic assump-
tions. Tractability considerations tend to imply that modellers describe their targets 
by means of assumptions that are less general than they think can really be asserted 
about them. In many cases, therefore, they are able to prove a result only for a spe-
cial case. They know that specificities sometimes introduce falsehoods, yet they 
do not know whether the results of the model crucially depend on them. When the 
model is generalised but continues to imply the same result, the particular false-
hoods are shown not to be responsible for the result. Obtaining the same result with 
less restrictive assumptions increases the modellers’ confidence that it is not an arte-
fact of specific assumptions known to be unrealistic. The epistemic importance of 
generalisations thus derives from the same kind of considerations that Kuorikoski 
et al. (2010) claim to motivate derivational robustness analysis (see also Räz, 2017), 
and herein lies its main epistemic advantage: They guard against error in showing 
that the results do not depend on particular falsehoods.

Generality is typically defined as ‘the property of applying widely’, and is meas-
ured either by the number of phenomena a model can explain or predict, or by the 
number of systems or targets to which it applies (Levins, 1966, 1993; Lewis & Bel-
anger, 2015; Matthewson & Weisberg, 2009; Weisberg, 2004, 2013). Such defini-
tions have been developed in the recent philosophical discussion on generalisation, 
which nevertheless has not been framed in terms of epistemic benefits.

The notion of generalising a model depends on what one means by the applicabil-
ity and the application of a model. I will show that there are two different notions of 
model applicability, generic and specific. Many systems share properties with other 
systems, and ‘generalised modelling’ (see Weisberg, 2013, pp. 114–121) aims at 
describing such shared properties. A model applies generically to a system if the mod-
eller aims to account for such properties, and the model is able to describe them. A 
model applies to a system specifically if it is able to describe some properties specific 
to it. The conditions for successful applicability are quite different in the two cases.

We will see that the epistemic benefits pertain to increasing generic rather than 
specific applicability. Demonstrating greater specific applicability may have other 
benefits that some scholars might want to call ‘epistemic’ in a broader sense. For 
example, they might be taken to increase explanatory power (e.g., Strevens, 2008; 
Woodward & Hitchcock, 2003), unifying power (e.g., Kitcher, 1989), cognitive 
economy, or testability of a theory. This paper will not discuss the relative impor-
tance of such other benefits compared to the strictly truth-related epistemic benefits, 
nor will there be further discussion on the concept of epistemic benefit. The aim 
is rather to provide a conceptual framework which helps identifying strictly truth-
related epistemic benefits from generalisation.
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The account developed in this paper can be used to elucidate philosophical dis-
cussions beyond the epistemic benefits in modelling, however, because discussing 
other benefits from generalisation requires recognising that there are three different 
kinds of them, and not every benefit is associated with every kind of generalisa-
tion. For example, different accounts of explanation rely on different kinds of gener-
alisation because of their connection to the depth of explanations and their unifying 
power. Judgments about the trade-offs in modelling (e.g., Matthewson & Weisberg, 
2009; Orzack & Sober, 1993) also depend on the notion of generalisation. However, 
developing these suggestions further is left for future work.

The two notions of applicability enable distinguishing between three different 
kinds of generalisation: (a) applying a model to a new system, (b) abstracting the 
model and (c) generalising a result. In a nutshell, respectively, applying the model 
to a new system (specifically) means showing that a model may be modified in 
such a way that it explains or predicts phenomena in new systems; abstracting the 
model means that the modeller chooses to account for a larger number of systems by 
describing them less precisely; and generalising a result means showing that a given 
result holds for a larger number of systems subsumed by the model’s described 
system. Increasing the number of systems subsumed by a model’s described sys-
tem can be achieved both by abstracting the model and by generalising the result. 
Only the latter is intrinsically epistemically beneficial, however, because abstract-
ing the model implies a loss in the ability to describe some properties of the target. 
In contrast, when results are generalised, the model retains the expressive power to 
describe the result as well as all the other properties of the target.1 On the other 
hand, if abstracting a model enables proving new important results about targets 
characterised in a sparser way, those results may be important contributions. It is 
just that unlike generalising a result, abstracting a model and applying a model to 
a new system do not provide intrinsic epistemic benefits in the sense of justifiably 
increasing the confidence in the truth of the model or its result.

Although the philosophical contributions to generality in economics (Hamminga, 
1983; Walliser 1994; Rol, 2008) provide some useful distinctions and concepts, 
expressing the characteristics of epistemically beneficial generalisations specifically 
requires developing a new conceptual framework. Unfortunately, generalisation is 
conceptually surprisingly complex, thus I need to give specific interpretations to 
some commonly used concepts such as ‘target’, ‘system’ and ‘applies’, which are 
more precise and in some cases different from the usual ones. Most of the paper 
is thus devoted to formulating a notion of generalisation that allows for expressing 
when and how generalisations can yield epistemic benefits.

The Dixit-Stiglitz (1977) model of monopolistic competition will be used as a 
concrete example of using the philosophical concepts introduced. Although the 

1 Abstracting the model and generalising results thus differ with respect to ‘expressive power’. The dif-
ferences are complex, and they cannot be dealt with in this paper due to limitations of space. I develop 
the notions of expressive power and of abstraction in a companion paper ‘The epistemic benefits of 
generalisation in modelling II: expressive power and abstraction’ that focusses on the details of model 
descriptions in generalisations.
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model I discuss is from economics, the conclusions and the analysis in this paper are 
intended to be applicable to any science.

The paper culminates in two examples of epistemically beneficial generalisa-
tions (from Krugman, 1980, and Wald, 1951). The characteristics of these exam-
ples determine the desiderata for the philosophical concepts needed to account for 
them: (1) Given that some but not all generalisations yield epistemic benefits, one 
needs notions of model applicability that are able to distinguish between the dif-
ferent kinds of generalisation. (2) Given that epistemically beneficial generalisa-
tions demonstrate how a model result applies to a larger set of possible systems, the 
notion of applicability must be able to capture changes in the set of possible systems 
to which the model result applies. (3) Given that epistemically beneficial generali-
sations arise from changes in model descriptions that describe the same target and 
the same model result, the notion of applicability must be able to recognise such 
changes as generalisations.

With these desiderata in mind, the structure of the paper is the following. Sec-
tion 2 distinguishes between targets and systems and shows how they may enter into 
proper subset relations. Section  3 discusses how Michael Weisberg’s account of 
model applicability needs to be modified in order to be able to distinguish between 
different generalisations. It is argued that at least one notion of model applicability 
needs to be defined as a relationship between model descriptions and systems. The 
notion of described systems is then distinguished from possible systems. Section 4 
distinguishes between generic and specific applicability and Sect. 5 between three 
different kinds of generalisation using these notions of applicability. I give a rough 
outline of the Dixit-Stiglitz (1977) model of Monopolistic Competition (henceforth 
abbreviated as MC) in Sect.  6 and illustrate the use of generic model applicabil-
ity with it. Section 7 describes an example of applying a model to a new system, 
and shows how one model may explain more phenomena than another while apply-
ing to fewer systems. In other words, here a model is generalised according to spe-
cific applicability but made less general according to generic applicability. Section 8 
illustrates epistemically beneficial generalisations with two examples.

2  Targets, systems and conceptualised systems

Matthewson and Weisberg (2009) discuss model generality in terms of the num-
ber of phenomena to which a model relates, and the number of targets to which it 
applies. Weisberg (2013, pp. 90–93) explains that targets are abstractions over phe-
nomena in that modellers are not concerned about accounting for all aspects of phe-
nomena or systems of interest. When they choose an ‘intended scope’ for a model, 
they concentrate on describing some properties and abstract away others. ‘This 
yields a target system, a subset of the total state of the system’ (2013, pp. 90–101). 
A target is thus a matter of the modellers’ intentions.

In cases of generalised modelling an intersection of sets of features is an 
informative generalized target (p. 117). For example, economists may be inter-
ested in modelling the shared properties of all monopolistically competitive 
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markets. The shared properties constitute the generalised target. Here it must 
include product differentiation and the concomitant monopoly power.

The target determines which aspects of some system the modeller wants to 
account for. A system is interpreted as encompassing all its properties. Unlike a 
target, it is not an abstraction. There are various ways of partitioning the world 
and speaking about different systems in it. Some of the partitions are not related 
to modelling or targets (unlike in Elliott-Graves, 2018). One might meaningfully 
talk about international and domestic trade without specifying in which of their 
aspects a modeller might be interested, for example. Let us refer to the results of 
such partitioning as conceptualised systems. Such mental representations of sys-
tems are also abstract: when humans think about various systems, their concep-
tions of them do not include all their properties. The reason why it is necessary 
to introduce conceptualised systems is that they enter into proper subset relations 
that are relevant to important kinds of generalisation. Let S = {pi,…} refer to a 
conceptualised system S that has property  pi and some other unspecified proper-
ties. For example, let  p3 stand for product differentiation, and  p1 for a mark-up. 
Such notation allows us to represent various kinds of conceptualised systems:

S1={p1,p3,…}
S2={p1,p3,p4,…}
S3={p1,p4,p5,…}
S4={p1,p2,p3,p5,…}
S5={p1,p3,~p4,…}
The expression ‘,…’ refers to the idea that real systems have many proper-

ties that mental representations ignore. Conceptualised systems enter into proper 
subset relations with each other because they ignore many details of the systems. 
Here, for example,  S2,  S4 and  S5 are proper subsets of  S1. Let us give the proper-
ties the following interpretations:

p1: monopoly power.
p2: a market for hookahs.
p3: product differentiation.
p4: an international market.
p5: a market in which the total value of the product is less than one billion dol-

lars per year.
For example,  S1 is then the conceptualised system of all MC markets, and  S2 is 

an international MC market, and so on. Conceptualised systems should be called 
system-kinds rather than systems: each conceptualised system may contain several 
actual systems that are similar only in terms of having the indicated properties in 
common. For example,  S2 refers to a market for ice-hockey sticks and a market for 
shampoo, and many others.

A target subsumes one or more systems, such that the cardinality of the subsumed 
systems is given by the number of systems that share the properties that define a 
target. A target thus picks out selected properties from conceptualised systems, viz. 
those for which the modeller intends to account with a model. Let us write T = {p1} 
to indicate that a modeller intends the model to represent property  p1. If the modeller 
only wants to account for monopoly power  (p1), target T subsumes all the systems 
 S1 to  S5 in virtue of the fact that they all have property  p1. If another, more specific 
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target  T1 is defined by  T1 = {p1,  p3}, then  T1, the MC market, subsumes systems 
 S1,  S2,  S4, and  S5 but not  S3 because  S3 does not have property  p3. The formulation 
 T1(S1,S2,S4,S5) describes this subsumption relation.

The distinction between systems and targets, and the subsumption relations will 
be needed for defining the generic notion of applicability. Precise notions of applica-
bility are needed because generality is defined in terms of applicability, and different 
notions of applicability are used in different kinds of generalisation.

3  p‑generality, applicability and described sets

Michael Weisberg has provided an account of model applicability. Although I will 
use some parts of his account in accounting for some kinds of generalisation, I can-
not do so without considerably modifying the account. Given that Weisberg defines 
generality as a property of the relationship between models (interpreted as abstract 
structures) and target systems, generality and applicability are not a properties per-
taining to the relationship between model descriptions and (target) systems in his 
account. We will see that differences in model descriptions of the same conceptual-
ised system are important for epistemically beneficial generalisations. We will thus 
need a notion of applicability and generality that concerns the relationship between 
model descriptions and systems.

Weisberg defines applicability as follows (2004, p. 1076): ‘A model applies to a 
target system when it accurately describes the structure and dynamics of the system 
according to the standards set by the model builder or model user’. Moreover, ‘A 
model can be successfully applied to a target when it fits the target … Modelers’ 
fidelity criteria specify which properties must fit and to what degree they must fit’ 
(2013, p. 93). The intended scope defines the target (2013, p. 40). The choice of a 
feature set as equivalent to the choice of the modeller’s intended scope, which is 
connected to the modeller’s choice of target (see also Weisberg, 2012, 2015; Parker, 
2015).

Matthewson and Weisberg (2009) distinguish between a-generality, which is 
the number of actual targets to which a model applies, and p-generality, which is 
the number of (logically) possible targets to which it applies (see also Weisberg, 
2004, 2007; Matthewson, 2011). A modeller may intend to account for properties 
of a system that is known not to exist in actuality, such as xDNA, or a system that is 
known to be impossible, such as a perpetual-motion machine (see Weisberg, 2013, 
pp. 121–129). In these particular cases the distinction between targets and systems 
makes little difference, and it does indeed make sense to talk about ‘possible targets’ 
because it is clear that the modellers’ intention has been to describe systems that are 
known not to exist.

However, various authors refer to ‘possible targets’ when the modellers primarily 
intend to account for some actual systems. Furthermore, some of them argue that 
the benefits of generalisation concern possible rather than actual systems (Strevens, 
2004, 2008; Potochnik, 2017; Weisberg, 2013, p. 110). The idea is that modellers 
may generalise their models by showing that there is a larger number of possible 
systems to which they apply, but the number of actual systems may remain the 
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same. Orzack (2012) interprets the difference between a- and p-generality in terms 
of applicability: increasing the set of ‘possible systems’ means increasing the set of 
systems to which a model potentially applies. The epistemic benefits of generalisa-
tion are related to ‘possible systems’, but not any kind of possible system will do, 
and it is possible that the benefits also concern actual systems.

Weisberg recognises the existence of situations in which a ‘model has more con-
crete features than the abstracted target’ (2013, p. 117). Modellers typically need to 
make overly specific assumptions, many of which are known to be false. Modellers 
are able to generate the desired features only by assuming the falsities. Weisberg 
posits that if some features of the model cannot be part of an abstracted target, the 
modellers should specify that these features remain outside the model’s scope. Sup-
pose that modellers do this, and that they subsequently develop a model with the 
capacity to correct for how such features are represented, thereby generalising it. 
Now the ‘model can be constructed at the appropriate level of abstraction’ (ibid.). 
The target and the actual system remain fixed, but the model descriptions character-
ising them constitute different possible systems, and the more general model may 
give a better description of such systems in the sense of making fewer idealisations.

As I will demonstrate, generalising the model in this kind of situation typically 
yields epistemic benefits, but is this a situation in which a model has been general-
ised according to Weisberg’s account? If the new model expands the set of possible 
systems to which it applies, then there could be a generalisation in terms of such 
possible systems. One prominent interpretation of the notion of possible systems is 
that they consist in whatever the model descriptions specify. For example, in Giere’s 
(1988, p. 83) account the abstract object picked out by the model descriptions has all 
and only those properties that the model descriptions specify (see Thomson-Jones, 
2010 for a discussion).

Note that a model cannot fail to apply to a possible system if the possible system 
is interpreted as a system defined by the model descriptions. If model descriptions 
define the properties of a possible system, then every model obviously applies to 
any possible system that it defines. A definition of model applicability can be based 
on counting the number of possible systems to which the model applies only if a 
given model description may apply to a set of possible systems, and if there is a 
way of comparing the number of such systems in different model descriptions. In 
what follows, I will call the set of systems given by a model’s model descriptions its 
described system,  SD. Described systems are different from conceptualised, possible, 
actual as well as from ‘model systems’.

I will now argue that the different described systems may subsume different num-
bers of possible systems, and this gives a way of comparing different models with 
respect to generality. But how exactly is the number of possible systems subsumed 
by a given described set determined?

Weisberg claims that a given model description may give rise to several models, 
and argues that one can increase a model’s generality by increasing the number of 
models that the model descriptions pick out. Given that he does not define generality 
in terms of a relationship between model descriptions and systems, and given that 
model descriptions give rise to several possible systems (and ‘models’), I interpret 
him as arguing that the set of possible systems is not uniquely determined by the 
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model’s described system (see 2013, pp. 34–35). If it is not, then something else 
determines the set of possible systems to which a model applies. One option is that 
the possible systems have some properties that are not included in the model descrip-
tions. If this is his view, it is similar to that of the fictionalists. ‘Model systems’ is a 
term used by some proponents of the fictional view of modelling (e.g., Frigg, 2010; 
Godfrey-Smith, 2006). The model system is distinguished from the model descrip-
tion that specifies it in that the former is imagined, and it is the imagined model sys-
tem that represents real-world phenomena (see also Levy, 2015; Knuuttila, 2017). In 
other words, model systems contain imagined properties not included in the model 
descriptions.

The set of possible systems to which a model applies will then include all the 
possible ways of adding and subtracting, in one’s imagination, properties and rela-
tions within the constraints provided by the described set. However, there will be an 
infinite number of such systems if all logically possible systems are admitted, and 
far too many if all physically possible systems are admitted. This is why it is not 
acceptable to let any of these imagined properties determine the (generic) applica-
bility and thereby the generality of a model.

I take this to be a slightly different infinity problem than that identified by Stre-
vens (2004) and Lewis and Belanger (2015). They argue that models with real-
valued variables have an uncountably infinite number of possible systems. One can 
solve both infinity problems by arguing that although one cannot count possible sys-
tems, it is sufficient for generality comparisons if the sets of possible systems sub-
sumed by described sets enter into proper subset relations.

Lewis and Belanger (2015) provide an extension to cases in which the proper sub-
set criterion is clearly too strict by using measure theory. In what follows, I will take 
differences with respect to applicability concerning possible systems to be defined 
by the proper subset relations between different described sets. I do not see why this 
account could not be extended with measure theory, but I will not make any attempt 
to provide such an extended account here.

Weisberg (2004) provides an account that involves proper subsets, but with 
different terminology.2 The proper subset solution to the infinity problem is not 
available, however, unless the set of possible systems to which a model applies 
is strictly determined by the model descriptions. If it is not, and the imagined 

2 Weisberg (2004) argues that the precision of model descriptions determine the number of ‘models’ 
picked out by those descriptions. If these ‘models’ then correspond to the possible systems, Weisberg’s 
solution is consistent with what I say in the text. The ‘models’ that Weisberg discusses here are abstract 
structures or points in state space (see e.g., 2013, p. 42). Weisberg shows that generality may increase 
if the model descriptions pick out a proper superset of models (qua abstract structures), and the models 
must then apply to a larger number of possible systems. I do not need to assume that the possible sys-
tems correspond to models qua abstract structures or to model systems, nor that such abstract structures 
or model systems even exist. My account may thus be more palatable to philosophers who think that 
such things either do not exist or are epistemically suspect or unnecessary for understanding modelling 
(e.g., Levy, 2015; Odenbaugh, 2018). However, I do not need to deny the existence of abstract structures 
either, as long as at least some kinds of generality and applicability are conceptualised as having to do 
with the relationship between model descriptions and systems rather than models qua abstract structures 
and systems.
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properties play a part as well, then there is no guarantee that modellers will ever 
come to an agreement about the set of possible systems to which a model applies.

In Weisberg’s account, applicability of a model is determined by fidelity cri-
teria (2013, pp. 42–43, p. 93). Re-writing Weinberg’s definition in terms of pos-
sible systems indicates why this may be a problem: ‘A model applies to a possi-
ble system when it accurately describes the structure and dynamics of the system 
according to the standards set by the model builder or model user.’ The problem 
is that it only makes sense to talk about fidelity criteria with respect to actual but 
not possible systems. A more serious problem is that changes in the proper sub-
set relations that define the generality of a model cannot be changed by fidelity 
criteria because such subset relations are objective features of the model descrip-
tions rather than changeable through altering the fidelity criteria. It is the model 
descriptions that allow for demonstrating subset relations among sets of possible 
systems, and they determine the (generic) applicability of a model.

To put it differently, applicability and thus generality are determined in two 
different ways in Weisberg’s account: through the precision of model descriptions 
and through the fidelity criteria. In effect, then, Weisberg has been discussing two 
different notions of model applicability without apparently realising it. Instead 
of trying to reconcile them, I will argue that there are two different notions of 
applicability that give rise to three different notions of generality. We will then 
see in Sect. 7 that the two notions of applicability may give conflicting judgments 
concerning whether a model-modification counts as an increase or a decrease in 
generality.

4  Generic and specific applicability

A model can be said to apply to a conceptualised system in two different senses, 
generically or specifically. In the case of generic applicability, the properties in 
the target may be shared by a large number of different systems, and a model 
applies to a given (target) system just in case it is able to describe the properties 
in its target. If it does, the target subsumes the system along with the other sys-
tems. This kind of applicability fits well with what Weisberg calls ‘generalised 
modelling’, and the generality of models is evaluated by proper subset relations 
into which the described sets of two or more models enter.

A model applies to a system specifically if it is able to describe some system-
specific properties. This notion of applicability is often used when an existing 
model is modified so as to be applied in some new circumstances. In such cases 
modellers often use fidelity criteria in deciding whether the model applies to a 
given system.

The notions of applicability are formulated in terms of whether a model applies 
to a system rather than to a target. The target determines which properties the model 
must be able to represent. The definitions are success-based in the sense that the 
model must indeed be able to represent the properties defined by the target.

Generic model applicability (GAPP) requires that
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(GAPP) A model M applies generically to a system S if it successfully rep-
resents the features that define the target T, and system S has the properties 
that define the target T.

For example, given that the target of models of monopolistic competition 
consists of product differentiation and monopoly power, any model in which 
the model descriptions are able to represent these properties applies generically 
to such markets. Krugman’s (1980) model and the Dixit-Stiglitz model (1977) 
apply generically to such systems.

Suppose now that M already applies to S according to GAPP and S′ is a 
proper subset of S. Specific applicability (SAPP) requires that.

(SAPP) A model M′ applies specifically to S′ if M′ is able to describe some 
S′- specific properties of S′.

SAPP is also used when a model is said to apply a pre-existing model to a 
new conceptualised system.

(SAPP) Model M′ applies model M specifically to system S′ if M′ is able 
to describe some S′- specific properties of S′ in virtue of using the deriva-
tional and conceptual resources of M.

For example, Krugman’s (1980) model applies the Dixit-Stiglitz model  MDS 
specifically to the conceptualised system of international markets in virtue of 
using resources from  MDS in describing some characteristics specific to inter-
national markets. The distinction allows for making sense of cases in which a 
model applies to a system S′ but does not do so specifically. The Dixit-Stiglitz 
(1977) model thus applies generically to international markets, but it does not 
apply specifically to them.

The notion of applying a model M specifically to a system S′ presupposes 
that model M already applies to some set of conceptualised systems S according 
to GAPP. S′ must already be among the systems subsumed by the target T, and 
hence a proper subset of S. If it were not, it would be impossible to use the con-
ceptual and derivational resources of M in applying it specifically (with M′) to 
S′. To put it differently, one cannot use the conceptual and derivational resources 
of M in accounting for S′ with M′ unless S and S′ share some properties, namely, 
those properties that the conceptual and derivational resources of the two mod-
els are able to describe. It follows that the targets T and T′ must share some 
properties. On the other hand, the targets cannot be identical because T′ must 
include some S′-specific properties that are not in T. The model-version M′ that 
is responsible for applying model M specifically to S′ cannot be identical with 
M. One is justified in saying that model M′ applies specifically or generalises M 
only if the two models are sufficiently similar so that the former can be said to 
use the conceptual and derivational resources of the latter.
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5  Three kinds of generalisation

We are now almost in a position to use the two notions of applicability for defin-
ing three different kinds of generality. All we need is a notion of a model result. 
What does it mean for a model M to successfully represent the properties of a 
system? It means that the properties of a system, say  S1,  (p1,  p3), are being repre-
sented by model descriptions in M, which may consist of assumptions  Ai, model 
implications or model results.

A model result, R, is a proposition derivable from a model that is thought to be 
epistemically important within the appropriate scientific community. Given that 
all assumptions are propositions derivable from the model it is necessary to dis-
tinguish them from model results, which must be derivable only from some com-
bination of the assumptions rather than any assumption or functional form alone. 
Since for any two assumptions  A1 and  A2,  (A1&A2)├  A1,  A2, R is a result of a 
model  (A1&A2) only if  (A1&A2)├R and  A1 ⊬ R and  A2 ⊬ R. This requirement 
is too weak, however, because functional forms in mathematical models typically 
entail several assumptions. If a functional form F alone entails a result, such a 
result is indistinguishable from an assumption: If F =  (A1&A2), F├  A1,  A2 but it 
would be correct to call  A1 and  A2 model results only if the model consisted of 
nothing else but this one functional form. What is missing here is the idea that 
model results must be generated by the joint operation of different model compo-
nents. One can define model results by requiring that there are at least two func-
tional forms  F1 and  F2 such that  (F1&F2)├ R,  F1 ⊬ R and  F2 ⊬ R.

Model implications are like model results except that they have been derived 
in previous modelling exercises. A model result of an earlier model may thus 
become part of a target of a new model if a modeller requires that such model 
implications must be derivable with the new model.

Suppose that model M applies generically to (a set of systems) S according to 
GAPP in virtue of the fact that its described system  SD successfully represents the 
properties in target T. Model M’ can then be taken to generalise M if.

(a) M’ applies M specifically to another actual system S’ and another target T’, 
or if
(b) M’ applies to actual system S (or to actual system S* such that S is a proper 
subset of S*), such that  SD is a proper subset of its described system  SD’ and T 
is a proper subset of T’, or if
(c) M’ applies to actual system S, such that  SD is a proper subset of its 
described system  SD’ and the target remains the same.

(b) and (c) rely on generic and (a) on specific applicability (and M’ applies M 
specifically in a).

These cases correspond to.

(a) applying a model (specifically) into a new system,
(b) abstracting the model and
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(c) generalising the model result.

(b) and (c) are based on increasing the number of systems subsumed by a model’s 
described system. Abstracting the model (b) means changing the target in such a 
way that it subsumes a larger number of systems. Targets thus also enter into proper 
subset relations. The difference between (b) and (c) is that generalising a result (c) 
requires that the target remains the same, while abstracting the model means strip-
ping properties away from the target. When the model is abstracted, T is a proper 
subset of T’ because M’ does not depict some properties in T. It is possible to 
explain the difference between abstracting the model and generalising results in 
considerably more detail, but limitations of space imply that this requires another 
paper.3

Generalising a model always presupposes that there already is a model that 
applies to some actual system according to GAPP. If the modeller generalises the 
model but keeps the target the same, then, again according to GAPP, the model 
applies to the same actual systems S as before. In other words, a model modification 
that generalises the model result (c) cannot increase the number of actual systems to 
which the model applies because the sameness of the target implies that the model 
must have already applied to the actual systems that the target subsumed. Chang-
ing the described set cannot change the actual systems to which the model applies 
as long as the target remains the same. This is why, according to the definition (b), 
abstracting the model may change the number of actual systems to which the model 
applies, but (c) generalising a result cannot change it because such generalisations 
keep the target fixed. We will see later, however, that generalising the result may 
increase the set of actual systems to which the model result applies.

It is easier to grasp such claims by considering concrete examples. I will intro-
duce the Dixit-Stiglitz model in the next section, and then look at examples of gen-
eralising a model by (a) applying it to a new system (Sect. 7) and of (c) generalising 
the result (Sect. 8).

6  The Dixit‑Stiglitz model of monopolistic competition

The Dixit-Stiglitz (henceforth DS) model is particularly suited to my purposes 
because it has been widely applied in circumstances that differ considerably from 
those in the original (1977) model, which was intended as a contribution to the the-
ory of industrial organisation. It has been applied to several different phenomena in 
various fields such as international trade, geographical economics and macroeco-
nomics. I will discuss some of these applications later.

Perfectly competitive markets have ‘homogeneous’ goods: each firm produces 
an identical good, and such goods are said to be ‘perfect substitutes’ to each other. 
Consequently, if a firm charges a lower price for the good than others, given vari-
ous further assumptions about the markets, every consumer is assumed to buy the 
good from this firm only.

3 See ‘The epistemic benefits of generalisation in modelling II: expressive power and abstraction’.
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A monopolistically competitive (MC) market is characterised by product dif-
ferentiation: each firm produces a single good that is a close (but not perfect) 
substitute for other goods in the sector. Different firms provide slightly different 
kinds of shampoo, for example: for dry hair, for dyed hair, sports shampoo, anti-
dandruff shampoo and so on. Such product differentiation yields some monopoly 
power to these firms, which are able to charge a price that exceeds marginal costs. 
The difference between the marginal cost and the price is called the mark-up.

Edward Chamberlin first developed the theory of monopolistic competition in 
the 1930s. One of the perceived problems of his account was that it turned out to be 
almost impossible to determine the exact scope of MC markets. Rather than solv-
ing this problem, Dixit and Stiglitz (1977) purported to describe such markets by 
introducing the sub-utility function V(x1,…,xn), which is symmetrical in its argu-
ments  xi. Their ‘solution’ consisted in introducing a false idealisation, but one that 
allowed them to present a model that integrated monopolistic with perfect competi-
tion. Their main contribution was to present a tractable general equilibrium model 
(Neary, 2004), which was capable of treating all markets simultaneously. The model 
result was that the equilibrium number of varieties in the MC industry is optimal.

The basic idea is that firms and consumers determine the allocation of goods 
first between the perfectly competitive and the MC sectors, and then within the 
MC sector. Free entry then determines the number of firms in the MC sector. Let 
n denote the number of products or firms in the group, x the output of each such 
firm, and p the price of each product in the group relative to a composite good (an 
aggregate of all other goods in the economy). Let C(x) denote each firm’s cost of 
production, and let ε(p,n) denote the elasticity of demand perceived by each firm. 
The important equilibrium condition in the model is

Perfectly competitive markets can be obtained as a limit case of the DS model, 
given the suitable choice of parameter values:  �(p,n) = ∞ . There is a positive 
mark-up if 

[

1 −
1

𝜀(p,n)
< 1

]

 , in other words, if 𝜀(p,n) < ∞ . This is why consumers’ 
preference for variety and firms’ monopoly power are really two sides of the same 
coin in the original DS model: preference for variety allows for deriv-
ing  𝜀(p,n) < ∞ , and this leads to a positive mark-up, as indicated in equation 
(Eq).

Dixit and Stiglitz consider three restrictions on the utility function U, and ana-
lyse three cases in which they relax one restriction at a time: symmetry of V in 
the  xi, a Constant Elasticity of Substitution (CES) functional form for the sub-
utility function V

�

V =
�
∑n

i=1
x
�

i

�1∕�
�

 ), and a Cobb–Douglas form for U itself 
( x1−�

0
V� ). A constant elasticity of substitution means that consumers’ willingness 

to substitute  x1 with  x2 does not depend on the consumption of  x3,  x4,… Incorpo-
rating all the restrictions produces the utility function

(Eq)p

[

1 −
1

�(p,n)

]

= C�(x)
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here, 1−� is the share of nominal income spent on the composite good  x0, and � 
measures the substitutability among product varieties. When economists talk about 
‘Dixit-Stiglitz Preferences’, they usually refer to (DSP). Using a ‘love of variety’ 
utility function such as the CES allows modellers to derive 𝜀(p,n) < ∞ . In other 
words, consumers’ preference for variety creates monopolistic markets in which 
firms face a less than perfectly elastic demand. Almost all applications of the model 
include all three restrictions such that (DSP) is assumed to hold (Neary, 2004). With 
the main concepts of the model to hand, it is possible to see how it has been modi-
fied, applied and generalised.

Let us now see how GAPP is to be interpreted by considering the example of 
monopolistic competition. Implications such as a positive mark-up in a model of 
monopolistic competition are successfully represented just in case they are derived 
with a model. Thus, models of monopolistic competition never include the assump-
tion of a positive mark-up, and the model describes this property of real markets 
only when such a mark-up is successfully derived from the assumptions. This is why 
model descriptions must be taken to include model implications.

If a modeller wants to study monopolistic competition, the target consists of 
product differentiation  p1 and monopoly power  p3:  T1 = {p1,p3}, and the model  M1 
applies to systems  S1,  S2,  S4, and  S5 if it successfully describes properties  p1 and 
 p3. If it does successfully describe those properties, let us write the descriptions of 
properties  p1 and  p3,  d1 and  d3, on the right-hand side of the turnstile ‘├’:  M1├  d1, 
 d3. A described property  d1 corresponds to the real property  p1,  d3 to  p3, and so on. 
In such a case, let us say that a model has the expressive power to describe proper-
ties  p1 and  p3.

The modeller’s intentions can now be placed on the left-hand side of the symbol 
├. The expression.

M1(T1(S1))├  d1,  d3
means that the modeller intends model  M1 to apply to conceptualised system  S1 

that has the properties defined by target  T1, and that it does apply to this system in 
virtue of successfully representing the properties that define the target. For example, 
a modeller intending to describe a mark-up  (p1) will do so successfully if one can 
derive d1 = 𝜀(p,n) < ∞from the model:

M1(T1(S1))├  d1 because  M1(T1)├ε(p, n) < ∞
We can now state that model  M1 applies to MC markets  (S1) in virtue of the fact 

that it successfully describes a mark-up  (p1) and product differentiation  (p3) because 
it entails descriptions  d1 and  d3 as model implications.

M1(T1(S1))├  d1,  d3 and  S1={p1,p3,…}
Note that representing  S1 entails representing  S2,  S4, and  S5 as well, because these 

are all proper subsets of  S1. Hence,
M1(T1(S1,S2,S4,S5)).
The requirement of being able to represent the features of the target with model 

descriptions makes stringent demands. A model could fail to apply to a system 

(DSP)U = x
1−�

0
V�, V =

(

n
∑

i=1

x
�

i

)1∕�
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generically if its described system does not contain the features that define the tar-
get. Consider, for example, the abstract functional form for utility that Stiglitz and 
Dixit (1993) introduced to describe the bare bones of their model.

here utility depends on consumption of the composite good  x0 and on differenti-
ated products  xi. There is a sense in which this functional form is intended to apply 
to all markets: it provides a general equilibrium account. On the other hand, if one 
requires (and economists surely do require) that MC markets must be modelled so as 
to allow for representing product differentiation and market power, then this func-
tional form does not apply to such markets because it cannot represent these features. 
In particular, it does not allow for deriving any particular value for ε(p, n) because 
it is too abstract. As a result, it does not have the expressive power to describe  d1 
and  d3, Mere intention to represent is thus not sufficient for generic applicability. 
Descriptions of these features of monopolistic competition can be derived from a 
model only if V is further specified as a preference-for-variety utility function such 
as the CES function: V =

�
∑n

i=1
x
�

i

�1∕�.
GAPP is rather permissive in that it does not specify how well a model ought to 

apply to a conceptualised system. Whatever criteria modellers use for deciding the 
features of a target, if the model descriptions represent those features, the model 
applies generically to any system that has them. This notion of applicability does not 
rule out model descriptions that are too specific and/or highly idealised. They may 
mis-describe the systems subsumed by the target, or provide a description that truth-
fully applies only to a subset of systems that have the characteristics that define the 
target. The fact that a model is idealised does not thus rule out generic applicability. 
For example, a model M may successfully apply to system  S4 = {p1,  p2,  p3,  p5,…} if 
the target is  T1 = {p1,p3} and if.

M(T1)├  d1,d2,d3.
However, models  M2 and  M3 also apply to  S4 if.
M2(T1)├  d1,d2,d3,d4,d5 and if
M3(T1)├  d1,d2,d3,d’4,d’5,
where d’4 is incompatible with  p4, and d’5 is incompatible with  p5.

7  Applying a model to a new system

I will now provide an example of generalising a model by applying it to a new sys-
tem (a). I will show that a given model-modification may simultaneously increase 
the number of phenomena to which a model applies according to SAPP, and 
decrease the number of conceptualised systems to which it applies according to 
GAPP. This will happen if a model relates to more phenomena than another model, 
but yet applies to fewer systems than the latter.

Various philosophers talk rather loosely about ‘target phenomena’. Unfortunately, 
such an expression may give the impression that a phenomenon always occurs in 

(SE)u
(

x0, V
)

= U
(

x0, V
(

x1,… , xn
))
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a corresponding system. In the context of monopolistic competition, phenomena 
include mark-up pricing, consumer preference for variety and the associated prod-
uct differentiation by firms. These phenomena are constitutive of the conceptualised 
‘MC market’ system. A given phenomenon may occur in several different conceptu-
alised systems and, obviously, a given system may give rise to several phenomena.

Consider Krugman’s (1980) application of the DS model to international trade. 
Krugman’s model could be said to apply the DS model specifically to a new sys-
tem on the grounds that it uses the derivational and conceptual resources of the DS 
model in making sense of a phenomenon in this new system.

Krugman shows why countries have an incentive to trade similar goods (=  R1). 
This is a system-specific phenomenon that had not previously been explained, and 
here the phenomenon corresponds to the model result. Krugman (a) increases the 
number of phenomena and the number of conceptualised systems to which the DS 
model applies specifically in that his model uses its conceptual and derivational 
resources to explain a new phenomenon.

Krugman uses the following CES function:

Recall that the most commonly used version of Dixit-Stiglitz preferences looked 
like this:

(K) is a special case of (DSP) when � = 1 . In other words, Krugman’s model 
describes the international market as if it only had a MC industry. Krugman does 
not provide a genuine general-equilibrium model because (K) does not represent the 
relationships between a MC industry and the other industries. It applies generically 
to fewer kinds of systems than the DS model and it is less general in this sense.

Krugman’s explanandum phenomenon was the existence of international trade in 
similar commodities. The DS model allows for studying the general equilibrium 
consequences of different relative shares or, as in the more abstract specification 
U
�

x0, V =
�
∑n

i=1
x
�

i

�1∕�
�

 , represents situations in which the MC market is effec-
tively independent of the perfectly competitive markets.

Let  pr denote such general equilibrium consequences. It is now possible to 
describe the target of the original DS model more precisely as  TDS(p1,  p3,  pr) and 
Krugman’s as  TK(p1,  p3,  p4). The systems subsumed under  TK are a proper subset of 
those subsumed under  TDS for two reasons.  TK includes neither perfectly competi-
tive nor domestic markets. Krugman’s model shows that firms have an incentive to 
trade similar goods  (R1) in a proper subset of the set of all MC markets  (S1), namely 
the international ones  (S2). Thus, whereas Krugman’s model applies (specifically) to 
a new phenomenon, the new phenomenon concerns a proper subset of the systems 
that the DS model subsumes.

(K)U =
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n
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x
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Figure 1 illustrates these relationships. The large oval depicts the properties of 
all markets. The upper half depicts the properties of international markets, and the 
lower half the domestic ones. Similarly, the left side depicts MC markets, and the 
right side perfectly competitive ones. Since Krugman aims to explain properties 
specific to international markets, his target covers more of the international mar-
kets, and his described system covers more properties of international markets with 
monopolistic competition. Yet it does not apply to perfectly competitive markets 
even generically because it does not have enough expressive power to describe them.

Krugman’s model is often taken to apply the DS model specifically to interna-
tional trade because the latter does not have the expressive power to imply any-
thing specific about international markets. On the other hand, the DS model already 
applies to international markets according to GAPP. Some international markets are 
characterised by monopolistic competition, and the DS model applies to those mar-
kets in virtue of the fact that they are systems subsumed by the set of all MC mar-
kets. To put it differently, since the DS model describes monopolistic competition in 
all markets, it thereby also describes it in international markets.

Krugman’s model is a typical application of a model which is more general in 
terms of generic applicability. A specific model is built by adding assumptions to 
it. However, the general model is not sufficient in itself for deriving such results 
because it simply does not reveal anything about the details of various systems. One 
possible way of characterising the notion of applying a model specifically to a new 
system (a) in this case is to say that the DS model is a general model, and that Krug-
man’s model applies but does not generalise it. Then Krugman’s model would not 
count as a generalisation of the DS model, but it would count as a demonstration 
that the DS model is indeed general in the sense of being widely applicable.

However, scientists may talk about ‘applying a model (specifically) to a new sys-
tem’ even when the model applied and the applying model are at the same level of 
generality. For example, a model developed for a specific institution or organism 

domestic 
markets

international 
markets

monopolistic 
competition

perfectly 
competitive 
markets

Dixit & Stiglitz’ 
target

Dixit & Stiglitz’ 
described system

Krugman’s 
described 
system

Conceptualised systems:
markets

Fig. 1  A comparison of systems and targets
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may be applied (specifically) to other institutions or organisms of the same kind. In 
a case like this, the exact identity of the ‘general model’ is more diffuse because the 
model is never formulated in its most general form. Consider, for example, McK-
elvey and Ordeshook’s (1972) model of voting in the so-called plurality rule. This 
model formulates ‘expected gain’ expressions for various candidates that are based 
on the idea that voters condition their choice on being pivotal. Merrill (1981) formu-
lated similar expressions for the Borda rule and approval voting. Unlike in the case 
of the Dixit-Stiglitz model, it is impossible to write down the model descriptions 
for a ‘general model’ that would give rise to these specific applications because the 
equations for expected gain depend on the details of the voting rule in question.

Yet voting theorists posit that Merrill applied Mckelvey and Ordeshook’s model 
into new conceptualised systems or even that he generalised it. They do so because 
it is possible to use the conceptual and derivational resources ‘of a model’ in new 
circumstances even when there is no canonical and general representation of the 
model. ‘The model’ here refers to a set of model-building principles. Although this 
may sound vague, it is not necessarily difficult to tell the different models apart. 
For example, Enelow (1981) provides an expected-utility model and Ordeshook and 
Palfrey (1988) an expected-gain model of strategic voting for the same voting rule.

When a model is extended in order to derive further results, that is, to account 
for new phenomena about the same conceptualised system, I will use a script font for 
the term applies because this kind of model-application is not covered by the term 
‘applies specifically’. For example, Lehtinen (2007) applies Enelow’s model to study a 
new phenomenon (the welfare consequences of strategic voting) under the same vot-
ing rule, and Lehtinen (2015) generalises the (2007) model and its results to concern 
any number of candidates instead of just three. Lehtinen’s (2007) model studies a 
different phenomenon and has a different ‘target phenomenon’ than Enelow’s model 
but Lehtinen (2007) does not generalise Enelow’s model because he merely derives 
further results from the model in the same conceptualised system. I take this example 
to indicate that not every application of a model counts as a generalisation.

One might challenge my claim that Lehtinen (2007) does not generalise Enelow’s 
model on the grounds that explaining any new phenomena is sufficient for exhibiting 
generalisation. Then, I could have just as well called (a) something like ‘explaining 
new phenomena’. Ultimately, however, arguing about the semantics is not important. 
What does matter for the purposes of this paper is whether these different notions of 
applying specifically and applying have different epistemic characteristics.

Perhaps (a) has more to do with the static notion of generality as being applica-
ble specifically to a large number of conceptualised systems than with the dynamic 
changes that can be analysed with generalisation. In any case, (a) captures the idea 
that a model can be said to be general in virtue of being broadly applicable. Many 
authors argue that generality is valuable because of its connection to explanatory 
power (e.g., Strevens, 2004; Weisberg, 2004), and it is commonly understood as 
increasing the number of phenomena to which a model applies. This kind of gen-
eralisation is thus closely related to unification (e.g., Kitcher, 1989). It seems to me 
that it makes no epistemic difference whether or not one may write down a canoni-
cal general model, and whether application counts as generalisation. At the very least 
unificationists do not claim that such differences are epistemically relevant.
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In Krugman’s case, explaining new phenomena in a new conceptualised system 
has an epistemic benefit in the form of the new empirical evidence that supports 
the DS model: Krugman was able to explain the existence of international trade in 
similar goods, and the evidence concerning this phenomenon can now be counted in 
favour of the model of monopolistic competition. However, it is not clear which part 
of the model is confirmed. If one asks whether this new evidence buttresses the truth 
of Dixit and Stiglitz’ model result of an optimal product portfolio, the answer must 
surely be no. Using the following generalisation of the CES function

Brakman and Heijdra (2004) show that there may be too few or too many varie-
ties, depending on the parameter values. Here η parameterizes the market power of 
producers of differentiated goods, and λ captures the preference-for-diversity effect. 
Dixit and Stiglitz’ original model result thus only holds under the highly restrictive 
assumption of the CES function, and is likely to be false about most real markets. If 
Krugman’s model has epistemic benefits deriving from unification, they consist in 
the fact that product differentiation and monopoly power are shown to be relevant 
in new circumstances. These kinds of benefits are weak compared to generalising 
results.

To summarise this section, Krugman’s model generalises the DS model by apply-
ing it specifically to explain a new phenomenon in a new conceptualised system. Yet 
this phenomenon concerns a proper subset of the conceptualised systems to which 
the DS model applies generically. In this example, a generalisation in terms of (a) 
implies a less general model in terms of (b) and (c).

8  Generalising a result

8.1  Increasing the number of systems subsumed by the described system

In this section, I will discuss cases in which a model is generalised in such a way 
that the model result remains the same. I will first characterise the different systems 
in such epistemically beneficial generalisations, and then provide examples from 
real science.

Let us again consider different systems and their properties.
S1={p1,p3,…}
S2={p1,p3,p4,…}
S3={p1,p4,p5,…}
S4={p1,p2,p3,p5,…}
S5={p1,p3,~p4,~p5…}
The interpretations are identical to the previous ones, except that  p5 now denotes 

a property that follows from the ordinary CES function but not the generalised one 
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(

n
∑

i = 1

x�
i

)
1

�



10362 Synthese (2021) 199:10343–10370

1 3

(CES-G): the substitutability of commodities is proportional to the firms’ market 
power. Consider the following set of models.

MBH(T1)├d1,  d3 ‘Brakman and Heijdra’s model’
MH(T1)├d1,  d2,  d3,  d5 ‘A model of hookah markets’
MK(T1)├d1,  d3,  d4,  d5 ‘Krugman’s model’
MDS(T1)├d1,  d3,  d5 ‘Dixit-Stiglitz model’
Insofar as the target is  T1 = {p1,p3}, all of these models apply generically to all the 

MC markets. Model  MDS applies generically to  S5 even though it depicts it as having 
property  p5, which it does not have. The model idealises by distorting this property, 
but this does not prevent it from applying to system  S5 generically if the distorted 
property is not included in the target.

A model result R is always proven for a given described system: R(SD). For 
example, the described system in  MBH is  (d1,  d3). The models and their results can 
be written as follows:

MBH(T1) ├  RBH(SD1(d1,  d3)),
MH(T1) ├  RH(SD2(d1,  d2,  d3,  d5))
MK(T1) ├  RHMR(SD3(d1,  d3,  d4,  d5))
MDS(T1) ├  RDS(SD4(d1,  d3,  d5))
SD2,  SD3, and  SD4 must be proper subsets of  SD1 because they have all the proper-

ties that  SD1 has, and some additional ones. Thus, a result proven for  SD1 is more 
general than a result proven for  SD2,  SD3, and  SD4.  MBH characterises the described 
systems on the right level of abstraction in the sense that the model descriptions 
do not represent the properties that make the conceptualised systems different from 
each other: it merely represents what is common to them. Any result R derived 
with  MBH correctly describes conceptualised systems  (S1,  S2,  S4,  S5), whereas  MDS 
correctly describes only system  S4. However, given that the model descriptions of 
 MDS describe the properties defining the target  T1(p1,  p3),  MDS applies to systems 
 (S1,S2,S4,S5) just as  MBH does.

There is a crucial difference between  MBH and  MDS: whereas  MDS describes the 
target, it does so by depicting described systems that have properties that the mod-
eller did not intend to represent. The epistemic problem is that the modellers can-
not be sure whether the result only holds because of such assumptions unless they 
successfully generalise the model. In particular, they cannot be sure that the model 
successfully applies to systems  S1 and  S2 when the result has been formulated in 
terms of a model that describes system  S4. Recall that Brakman and Heijdra (2004) 
generalised the CES function into CES-G, and showed that the result of the optimal 
production of varieties  RDS no longer held:  RBH =  ~  RDS. In other words, they gener-
alised the DS model.

MDS(T1) ├  RDS(SD4(d1,  d3,  d5))
by introducing  MBH:
MBH(T1)├ ~  RDS(SD1(d1,  d3)).
This indicates that the model result  RDS crucially depends on  d5. Furthermore, 

one can no longer say that result  RDS derived from  M4 applies to systems  S1 and  S2. 
One must now acknowledge that although model  MDS applies to systems  S1,  S2,  S4 
and  S5 in virtue of successfully representing target  T1, result  RDS does not.

In contrast, if the modeller successfully generalised model  MH.
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MH(T1) ├  RH(SD2(d1,  d2,  d3,  d5))
with M’H, one could write.
M’H(T1)├  RH(SD2’(d1,  d2,  d3)).
There seems to be some generalisation here. One could surely say that the result 

has been generalised, because the described system  SD2 is a proper subset of the 
described system  SD2’. The generalisation would confirm that model result  R2 
does not depend on whether the system for which it is proven has property  p5. The 
assumptions of model  M4 have thus been ‘relaxed’.

Model M’ generalises the result of M if the set for which M’s model-result is 
proven, R(SD), is a proper subset of that of M’, R(SD’). The idea here is that the 
result holds for a described system R(SD), and  SD is often a tiny proper subset of the 
actual systems S to which the model applies. Indeed, given that  SD is usually ideal-
ised in addition to being abstract, there are very few or no actual systems that have 
the properties in the described systems. In other words, described systems  SD usu-
ally contain properties that pertain only to a small subset of the systems S to which 
the model applies. This is why generalising results may bring epistemic benefits: in 
showing that the described system subsumes more systems than before, it increases 
the number of systems in which result R is shown to hold.

It is relatively easy for a model to apply generically to some systems in the sense 
that it is sufficient if the described system represents the properties defined by the 
target. As I have shown, this representation may be at the wrong level of abstraction 
in that it contains extraneous properties that make it look very different from any 
actual systems. It may seem more natural to posit that one should employ stricter 
fidelity criteria for the original models, concluding that they should not have been 
taken to apply to any relevant actual systems in the first place. One could criticise 
models that one takes to be too abstract or too idealised for not applying to any real 
systems. These intuitions are quite correct in many cases. Furthermore, the presence 
of such abstractions and idealisations may be taken to imply that modellers could 
use fidelity criteria in figuring out about whether a model and its result apply to 
some system. They may well do so, but if a model result is generalised, this is not a 
matter of modellers’ judgment.

It is important to realise that the generic applicability of a model to a system is 
different from the applicability of a result to a system. The reason for this is that the 
model results must be formulated in terms of described systems, but the described 
systems are always different from the actual systems to which the model may be 
taken to apply. Modellers compare the described system to the actual system and 
try to figure out whether the result depends on the idealisations or on the properties 
that the described system characterises correctly. There may be considerable uncer-
tainty concerning whether the idealisations are likely to be responsible for the model 
result. They sometimes are, and this explains why generalisations may bring epis-
temic benefits. This gives modellers the motivation to try to generalise the model in 
an epistemically beneficial way. If modellers show that some false assumptions do 
not affect the model result, this increases the confidence that the other parts of the 
model are sufficient for obtaining the result.

Generalising a model by increasing the number of systems subsumed by the 
described system does not guarantee that the original model result applies to some 
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actual system. Given that the set of systems subsumed by the target and the set sub-
sumed by the described system are practically always different from each other, it 
may be that a model applies to a given system but its model result does not, as illus-
trated by Brakman and Heijdra (2004). It would be wrong to deny on these grounds, 
however, that the DS model never applied to MC markets.

In order to make sense of this, one must distinguish between properties that 
define the target, and properties that define the described set and thereby allow using 
GAPP for determining the generic applicability of a model. Even though model 
results from earlier modelling efforts may become the targets for later models, the 
difference between targets and model results is in practice often sufficiently clear. As 
Jebeile and Barberousse (2016) note, different parts of a model are typically respon-
sible for representing a system and for representing the phenomena in it.

Suppose now that a result is generalised by increasing the set of systems sub-
sumed by the model’s described system. When does such a generalisation in terms 
of possible systems also imply that the model result applies to a larger number of 
actual systems? As we will see in the next subsection, epistemically beneficial gen-
eralisations that increase the number of systems subsumed by the described system 
typically remove an idealisation in such a way that one can easily see which actual 
systems would be included in the larger but not the smaller described system. Such 
generalisations indeed increase the number of actual systems to which the model 
result applies. Thus, although generalisations that bring epistemic benefits are for-
mally a matter of changes in model descriptions that increase the set of possible 
systems subsumed by the described system, the increase may also involve actual 
systems. Whether or not they do so depend on the details of the case.

Let us now consider some examples from economics in which there is a clear 
epistemic benefit from generalising results.

8.2  An example: krugman’s generalisation

Note that  MK(T1)├  RHMR(SD3(d1,  d3,  d4,  d5)) corresponds to a rough descrip-
tion of Krugman’s (1980) model. The model result is the ‘Home Market Result’, 
HMR = ‘each country exports the goods in which it has a large domestic market’. 
Let us write it in some more detail as follows:

MK├ HMR(dmc,d4,dCES,ds,dh,dsize,…).
Here, the idea is that model result HMR holds in a described system that has 

properties  dmc =  d1&d3,  d4,  dCES,  ds,  dh, and  dsize with the following interpretations:
d4 = ‘is an international market’,
dmc = ‘is a MC market’,
dCES = ‘consumers’ preferences exhibit constant elasticity of substitution’,
ds = ‘the commodities are symmetrically distributed in the monopolistically com-

petitive market’,
dh = ‘the utility functions are homothetic’,4 and.
dsize = ‘there are two countries that have the same population size’.

4 Increasing each good by a constant amount λ in a homothetic utility function does not affect the elas-
ticity of substitution between commodities: U  (x0, V(λx1, λx2,…, λxn)) = U  (x0, λV(x1,  x2,…,  xn)).
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Given the assumption in Krugman’s model that all international trade is char-
acterised by monopolistic competition, one could write the described system as 
follows:

MK├ HMR(d4(dmc(dCES,ds,dh,dsize,…))).
This formulation indicates that model result HMR concerns a description of 

international trade  (d4) that is characterised by monopolistic competition  (dmc) and 
no other market forms, and that the thus characterised system is further restricted 
by  dCES,  ds,  dh, and  dsize. This is the described system for which result HMR has 
really been proven. Although the model applies to the international MC market, the 
result is formulated as concerning the more specific described system with symmet-
ric goods, homothetic preferences and so on. According to Krugman, ‘The results 
were arrived at, however, only for a special case designed to make matters as simple 
as possible. Our next question must be the extent to which these results generalize’ 
(1980, p. 958). Krugman knew that he was describing a ‘missing system’, but if the 
model could be generalised, then the specificities would not affect the result.

In a section entitled ‘Generalizations and extensions’ he relaxes the assumption 
that the population size is the same in the two countries  (dsize) by letting the popula-
tions be of arbitrary size. He then shows that the HMR is unchanged (ibid.). In other 
words, this generalisation shows that a more general model  MK’ yields the same 
result:

MK’├ HMR(d4(dmc(dCES,ds,dh,…))).
If the result crucially depended on the special assumption of equal population 

sizes, one would have reason to think that it only holds in circumstances that never 
hold in reality, namely that it is merely an artefact of tractability assumptions. By 
generalising the result in this way, Krugman showed that it is more likely to hold 
in reality. The main mechanisms, the target, the actual system and the main result 
remain the same, but they are described in terms of a more general set of assump-
tions. It has been shown that the functioning of the mechanism and its characteris-
tic results are independent of some of the details included in the original descrip-
tion. The key change is that (c) the described system  d4(dmc(dCES,ds,dh,dsize,…)) in 

Target

Described system 
d4(dmc(dCES,ds,dh,dsize,…))

Conceptualised 
system: 
international 
markets

Described system 
d4(dmc(dCES,ds,dh,…))

Fig. 2  Described systems in Krugman’s generalisation
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the original model is a proper subset of the described system in the generalisation 
 d4(dmc(dCES,ds,dh,…)).5

MK applies to  S2 because Krugman’s target is T = {p1,p3,p4}, the model represents 
those properties, and international monopolistic trade  S2 = {p1,p3,p4,…} has the 
properties defining the target. In other words, the generalised version of the proof 
of HMR does not generalise the model in terms of (a) applying it to new systems or 
phenomena. It generalises by generalising the result (c) because the new described 
system subsumes the old one, but not vice versa.

Figure 2 below depicts the various properties in and outside of the conceptual-
ised system, and illustrates the different systems in Krugman’s epistemically ben-
eficial generalisation. This generalisation changes the described system from 
 d4(dmc(dCES,ds,dh,dsize,…)) to  d4(dmc(dCES,ds,dh,…)). The grey crescent-shaped 
area inside the conceptualised system describes the systems that are captured 
by the described system  d4(dmc(dCES,ds,dh,…)) but not by the described system 
 d4(dmc(dCES,ds,dh,dsize,…)), in other words, countries with different populations.

8.3  Another example: Wald’s proofs

Let us consider the development of proofs of existence for general equilibria as 
described by Weintraub (1985) and Wald (1951). One such proof is given in Wald’s 
1935 paper under the restrictive assumption that all goods are independent (i.e., 
have zero cross elasticity of demand). Let  xi denote the demand for good i, and  pi its 
price: f is a monotonic function with f’ < 0. Wald’s initial assumption was:

Substitutes and complements do not belong to the set of independent goods. 
The first proof thus shows that there is an equilibrium, but the assumptions imply 
that goods are never substitutes for or complements of each other. The first proof 
thus effectively assumes that there are no markets with monopolistic competition 
nor markets with complementary goods. The second proof from 1936 removes the 
restriction that the existence of the equilibrium depends on there being no such 
interrelationships. Here Wald assumes:

Mäki (1992) notes that equation (W36) is more ‘realistic’ than equation (W35). 
The original model was already intended to apply to all markets. It is just that the 
1935 model characterises some of those markets inaccurately. MC markets exist, 

(W35)xi = f
(

pi
)

(W36)xi = f
(

p1, p2,… pi,… , pn
)

5 Lest this formulation leads the readers astray, generality is not a matter of the number of model 
descriptions. After all, as already discussed, Krugman’s simpler formulation U is a special case of the 
more complicated DSP. I argue in the companion paper ‘The epistemic benefits of generalisation in mod-
elling II: Expressive power and abstraction’,  that epistemically beneficial assumptions typically decrease 
the number of assumptions in a model.
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and Wald clearly wanted his 1935 result to apply to them even though mis-describ-
ing them.

Generalising the model shows that the assumption of independent goods, which 
was introduced for reasons of tractability, is not needed for deriving the existence 
of a general equilibrium. It was hoped that this assumption was not crucial for the 
result, and the 1936 generalisation confirms that it was not. Wald’s original model 
clearly applied to general equilibria because it was able to characterise all markets 
simultaneously and provide a notion of equilibrium for them. The description of the 
market as consisting of independent goods is true of some markets, but this set is a 
small, proper subset of the set of all markets. Wald’s original model thus applied to 
general equilibria, but the 1936 version generalised the result so that the described 
system was true about a much greater number of actual markets. Clearly, the gen-
eralised version generalises the result but it does not generalise the model in terms 
of (a) increasing the number of explained phenomena or increasing the number of 
systems to which the model applies specifically.

In both of these examples, generalising the result shows that the set of actual 
systems about which the model result is true is larger than before. Note carefully, 
however, that this set is different from the conceptualised system subsumed by the 
modeller’s target.

9  Discussion and conclusions

I have discussed generalisation using examples from economics. A question that 
arises naturally is whether my results generalise to other model-heavy sciences. 
Tractability tends to compel economists to construct models that specify described 
systems they know to be merely special cases of what they really want to describe. 
There is thus a lot to generalise, and modellers know from the very beginning what 
would constitute a better model by comparing the conceptualised with the described 
system. In other words, if epistemically beneficial generalisations are particularly 
important in economics, it is because the problem of unrealistic assumptions is par-
ticularly important. At the same time, there is nothing in the account provided here 
that would limit its applicability to economics.

Distinguishing between conceptualised systems and targets allows for formulat-
ing the notion of generic model applicability which is able to recognise changes in 
the model descriptions as generalisations even when both models concern a given 
target and a given system.

Generic and specific applicability give rise to three kinds of generalisation: (a) 
applying a model specifically to new conceptualised systems (or increasing the num-
ber of phenomena the model explains), (b) abstracting the model, and (c) generalis-
ing results. Abstracting the model and applying a model to a new conceptualised 
system are not intrinsically epistemically beneficial in that they do not necessarily 
show that the model components or model results are more likely to be true. Instead, 
(a) and (b) have undesirable consequences. Abstraction means relaxing the stand-
ards of how precisely the target needs to be described, and as we have seen, applying 
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a model to a new system may decrease the generality of a model in terms of its 
generic applicability.

On the other hand, both (a) and (b) may be useful if they bring other benefits. In 
particular, if abstracting a model allows for proving a new important result about a 
larger set of conceptualised systems and if the new result concerning a new concep-
tualised system is important, then of course these new results may well be important 
enough to justify the instrumental usefulness of (a) or (b) for such results. Similar 
comments apply to case (a).

Generalising models bring epistemic benefits if they show that a model result also 
holds when some of the restrictive assumptions are removed. The epistemic benefit 
from a generalisation, when there is one, consists in showing that the model result 
does not depend on a particular idealisation because the generalisation removes it 
from the model. Insofar as there is uncertainty about whether the result is driven 
by such idealisations, the generalisation provides an epistemic boost to the model 
result. Epistemically beneficial generalisations can thus be attained when the model 
result remains the same.
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