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Abstract

The theory of evolution by natural selection is herein subsumed by the 2nd
law of thermodynamics. The mathematical form of evolutionary theory is
based on a re-examination of the probability concept that underlies statis-
tical physics. Probability regarded as physical must include, in addition
to isoenergic combinatorial configurations, also energy in conditional cir-
cumstances. Consequently, entropy as an additive logarithmic probability
measure is found to be a function of the free energy, and the process to-
ward the maximum entropy state is found equivalent to evolution toward
the free energy minimum in accordance with the basic maxim of chemi-
cal thermodynamics. The principle of increasing entropy when given as
an equation of motion reveals that expansion, proliferation, differentiation,
diversification, and catalysis are all ways for a system to evolve toward
the stationary state in its respective surroundings. Intriguingly, the equa-
tion of evolution cannot be solved when there remain degrees of freedom
to consume the free energy, and hence evolutionary trajectories of a non-
Hamiltonian system remain intractable. Finally, when to-and-from flows
of energy are balanced between a system and its surroundings, the system
is at the Lyapunov-stable stationary state. The principle of maximal energy
dispersal, equivalent to the maximal rate of entropy production, gives rise
to the ubiquitous characteristics, conventions, and regularities found in na-
ture, where thermodynamics makes no demarcation line between animate
and inanimate.

1 Introduction

The theory of evolution by natural selection [12] is often regarded as the
most general description of living nature. Despite its broad scope and de-
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scriptive power, Darwin’s theory, when without a physical basis provided
in a mathematical form, is not amenable for rigorous analyses to draw un-
ambiguous conclusions. In quest of the fundamental form of evolution-
ary theory, Fisher produced a mathematical model of population fitness in-
crease as dependent upon variation in the fitness of various types in a pop-
ulation [16]. In this formulation, which was inspired by the principle of
increasing entropy, fitness must increase in any surviving population, as
entropy must everywhere. However, no connection is established to ac-
tual physical quantities and relationships. Of course, some may question
why should evolutionary theory have a definite physical foundation given
in a mathematical form at all? But such doubts would be equivalent to
thoughts that evolution would entail some unobservable elements. Namely,
every observation, as any other form of interaction, is an energy transduc-
tion process that complies with the conservation of energy, which in turn is
secured when expressed in mathematical form.

It is no new thought to search for the physical foundations of the evo-
lutionary theory. This task was taken up already by Boltzmann soon after
the publication On the Origin of Species 150 years ago. Boltzmann under-
stood evolution as a probable process, a likely sequence of events that is
far from being miraculous. Therefore Boltzmann placed probability P as
the cornerstone of his statistical theory for many-body systems [9]. It is
a powerful theory. Irrespective of the system’s complexity, the stationary
state condition dP=dt D 0 at the end point of evolution yields effort-
lessly, e.g., using the method of Lagrange multipliers, the most probable
partition of entities in the system [2]. Despite the ease in obtaining the
equilibrium properties, the statistical theory of Boltzmann was limited to
conserved systems, thereby encompassing only a part of the classical ther-
modynamics formulated by Carnot, Clausius, and Clayperon. Since the
limits of contemporary statistical physics ultimately stem from the defini-
tion of probability, the concept of probability is re-examined in this study.
When probability is understood as physical, then statistical physics does
also include open systems and allows us to discern that the theory of evo-
lution by natural selection can be viewed as an expression of the 2nd law
of thermodynamics.

2 Physical probability

During the course of history the probability concept has been associated on
the one hand with combinatorics and on the other hand with conditional

AUTHOR’S COPY | AUTORENEXEMPLAR 

AUTHOR’S COPY | AUTORENEXEMPLAR 



Physical foundations of evolutionary theory 303

circumstances. The former dates back to Descartes, Fermat, Pascal, and
others in the context of gambling, and the latter originates from Bayes in
the context of acquiring information [25]. In terms of physics, the Cartesian
notion inheres in energetically invariant, stationary systems, whereas the
Bayesian view relates to energetically varying, evolutionary systems. Since
Boltzmann based his statistical physics on the enumeration of isoenergetic
configurations that are commonly referred to as microstates, his theory was
limited to conserved systems. However, when circumstantial conditions are
included in the probability measure, statistical physics is also applicable
to non-conserved systems, such as biological systems, which are open to
flows of energy from and to their respective surroundings.

A chemical reaction mixture is an example of an open system that will
naturally progress toward the most probable, i.e., the maximum entropy,
state. That stationary state is equivalent to the free energy minimum as that
depends on the surrounding conditions, as stated by Le Châtelier’s princi-
ple [8]. A chemical system such as a mixture of molecules in a reaction
vessel at an organic chemistry lab or in a living cell may be comprised
of a myriad of molecules. Such an arbitrary system is pictured in statis-
tical physics as an energy level diagram (Figure 1) where distinguishable
molecules occupy distinct energy levels. Reactions bring about changes in

Figure 1. Energy level diagram of a system with a diversity of entities. A pool
of j entities (shown in grayscale), in numbers Nj , is associated with an en-
ergy density �j D Nj exp.Gj =kBT /. According to the 2nd law the sys-
tem evolves from one state to another, more probable one, by diverse dis-
sipative jk transformations (shown as vertical arrows and horizontal wavy
arrows) that diminish the energy density differences, i.e., the free energy
†kBT ln�k C�Qjk � kBT ln�j , until the stationary state in the respective
surroundings has been attained. At the dynamic steady state, absorption and
emission balance each other resulting in only an exchange of entities (shown
as a double-ended arrow).
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the populations at diverse levels. These transformations from one molec-
ular state to another are depicted as endergonic and exergonic transitions,
whereas conformational exchange is isergonic.

The probability Pj for a particular molecule (indexed with j ) to exist
depends on its substrates, as well as on energy in the surroundings that
couples to the transformation from the substrates to the product. When
any one vital substrate k is missing entirely (Nk D 0), there is no jk-
synthesis that could yield the j -product. Likewise, no product will be ob-
tained when the surroundings cannot provide quanta for the endergonic
jk-reaction. Conversely, the process will halt when the surroundings can-
not accept any quanta from the exergonic jk-reaction. Furthermore, the
yield, i.e., the probability of the product will be low when the product is
expensive in energy, Gj; in comparison to energies Gk of its substrates.
Therefore Pj depends on the difference �Gjk D Gj � Gk between the
j -products and k-substrates given in the familiar exponential form. That
difference can be bridged by the energy influx�Qjk from the surroundings
that couples to the jk-transformation. These circumstantial considerations
for the j -molecule to exist yield the conditional probability [46, 54]:

Pj D
Y

k

Nke
�.�Gjk�i�Qjk/=kBT ; (1)

where the total energy difference ��Gjk C i�Qjk is normalized by the
average energy per particle kBT (or RT per mole). The flux of quanta
(bosons) is explicitly denoted by i as orthogonal to the density difference
between energy repositories (fermions) that exclude each other in space.
In the continuum these two forms of energy are customarily referred to
as scalar and vector potentials. In the thermodynamics context their or-
thogonality is seldom explicitly marked but is familiar, for example, from
a situation where a charge that is accelerating in an electromagnetic po-
tential energy gradient is radiating perpendicular to its trajectory. Also in
mechanics, the scalar and vector potential energy gradients are referred to
as the irrotational and divergence-free components of the force.

In addition to the circumstantial conditions given by eq. (1) the probabil-
ity depends on the isergonic configurations. The k-substrates that are incor-
porated in the j -product as indistinguishable (symmetric) copies are num-
bered by the (stoichiometric) degeneracygjk. Likewise, identical copies of
the j -product are numbered byNj . These combinations are, as usual, taken
into account by factorials [46, 54]:

Pj D
�Y

k

.Nke
�.�Gjk�i�Qjk/=kBT /gjk=gjkŠ

�Njı
Nj Š: (2)
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This nested, self-similar formula means that each k-substrate is considered
as a product of some earlier evolutionary process [43]. For example, ele-
ments that make molecules are regarded themselves as yields of nuclear re-
actions in stellar syntheses. In turn, the molecules are considered substrates
for cellular assembly processes, and cells are ingredients for individual de-
velopment, and so on.

Since thermodynamics pictures everything in terms of energy, the scale-
independent formula (eq. (2)) that was derived exemplifying chemical reac-
tions specifically, is generally applicable to diverse natural processes. Ad-
mittedly, it may appear to some unthinkable to regard abiotic processes as
evolutionary, or conversely, to look upon evolving biotic systems as un-
dergoing merely time-dependent physical processes. However, it remains
impossible to identify any unambiguous difference between the animate
and the inanimate other than the binding of history by the animate in the
genetic (DNA) information storage, whereas the past inanimate processes
are recorded, e.g., in rocks and sediments. Certainly the biological infor-
mation allows organisms to assemble mechanisms to access and consume
free energy rapidly, but irrespective of kinetic pathways the direction of
overall thermodynamic process is toward the free energy minimum.

The total probability P of the entire reaction mixture is obtained by con-
sidering reactions over all levels as statistically independent [46, 54] be-
cause of the scale differences between the levels [43].

P D
Y

j

Pj D
Y

j

�Y

k

.Nke
�.�Gjk�i�Qjk/=kBT /gjk=gjkŠ

�Nj
=Nj Š: (3)

Admittedly, the obtained formula is somewhat cumbersome for computa-
tions due to the factorials. To this end, Stirling’s approximation lnNj Š �
Nj lnNj �Nj is applied. When lnP is multiplied by kB, the additive mea-
sure of the system, known as entropy,

S D kB lnP D kB

X

j

lnPj � kB

X

j

Nj

�
1 �

X

k

Ajk=kBT
�
; (4)

is obtained. It is a function of populations Nj and the free energy Ajk D
��jk � �Qjk, referred to also as affinity or exergy. The free energy is
the motive force that directs the transforming flow @tNj from Nk to Nj .
The logarithmic density difference is customarily given as the chemical
potential difference

��jk D �j �
X

�k D kBT
�

ln�j �
X

gjk ln�k=gjkŠ
�
:
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In the continuum approximation the two components of the motive force
are referred to as the gradients of scalar and vector potentials. For exam-
ple, in electrodynamics the 2nd law as an equation for flows of energy is
Poynting’s theorem where a change in scalar potential gives rise to cur-
rent in an electric field and dissipation as light radiated into the surround-
ings [21].

The formula of entropy obtained via Stirling’s approximation is accu-
rate when Nj is large. Thus, the form of eq. (4) implicitly assumes that S
is a sufficient statistic for the average energy density kBT [31]. In other
words, the system defined by a common kBT would not change substan-
tially in its energy content due to a change in free energy. This assumption
may fail for a given lnPj when Nj is small, e.g., when a new j -species of
particles emerges or one is extinguished. The statistical assumption may
also fail when a new route for energy transduction opens up or an old one
closes. However, these critical events do not present challenges to the scale-
independent formalism as such, because then one inspects the assembly and
disassembly processes at a lower level of hierarchy where the subsystems
do remain sufficiently statistical. For example, the emergence of a novel
mechanism is considered as an evolutionary process where sufficiently sta-
tistical constituent systems integrate by mutual interactions toward a com-
mon average energy density kBT . When the system has matured to the
stationary state, it can be regarded as an invariant mechanism of energy
transduction. It is then, in turn, a sufficiently statistical constituent in the
evolutionary process that is going on at a higher level of the hierarchy. In
other words, when nature evolves and organizes itself as systems within
systems, the above formalism bridges levels of the nested dynamical hier-
archy [6, 42].

Eventually, at the very lowest levels of hierarchical organization, it may
not be possible to dissect the system to yet finer sufficiently statistical sub-
systems. When even a single quantum brings about substantial changes in
the system, entropy is not the best measure because the probability (eq. (3))
will increase in discrete jumps during quantized evolution [54].

3 The equation of evolution

At the thermodynamic stationary state all energy density differences be-
tween substrate and product populations have leveled off in the respective
surroundings. It is easy to see from the equation of S (eq. (4)) that when
the free energy has been all exhausted (Ajk D 0), the entropy maximum
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is simply the sum over all populations, as usual. Although the stationary-
state partition can be calculated for fixed energy and entity numbers using
the Lagrange multipliers, it is instructive to take the time derivate of en-
tropy to obtain the equation of motion, known as the principle of increasing
entropy [46, 54]:

@tS D kB@t lnP D kB@tP=P D kBL D �
X

j;k

@tNjAjk=T � 0: (5)

The 2nd law of thermodynamics in this form, as an equation of motion, is
conceptually simple. It says: energy flows from heights to lows as soon
as possible. This imperative for the extremum is also known as the maxi-
mum entropy production principle [14,25,52,59], and the principle of least
time [41]. The image of energy flowing and naturally selecting the fastest
ways to level off energy density differences is valuable in its mathematical
form because it can be analyzed to see whether it is in fact the govern-
ing law that accounts for the diversity of phenomena. The self-consistent
formulation requires that the flow [30, 46],

@tNj D �
X

j;k

�jkAjk=kBT ; (6)

is proportional to the free energy Ajk via a conductance �jk. The linear
form, familiar from Onsager’s reciprocal relations [33], is consistent with
the notion that the system is sufficiently statistical. Otherwise, a high flow
between Nk and Nj would force the conducting system, parameterized by
the coefficient �jk, itself to evolve. Such a case is by no means unusual but
is actually characteristic of critical and emergent phenomena, e.g., when
a new species appears. That assembly process of sufficiently statistical con-
stituents can then be analyzed at a lower level of hierarchy using the same
self-similar formalism. Thus, for example, population genetics does not
study changes in organism morphology, but instead studies the frequencies
of genes in the gene pool of a population.

The simple equation of evolution (eq. (5)), which can also be concisely
written as @tP D LP , is surprisingly insightful. To begin with, it cannot
be solved. In other words, it cannot be integrated to a closed form because
there is no conserved quantity. The open system is either gaining energy
from its surroundings or losing energy to the surroundings and hence it
does not have a norm. Therefore, there is no unitary transformation to de-
termine eigenvalues (energies) and eigenvectors (trajectories). The equa-
tion of motion reveals that the driving forces, i.e., the free energy (Ajk) and

AUTHOR’S COPY | AUTORENEXEMPLAR 

AUTHOR’S COPY | AUTORENEXEMPLAR 



308 A. Annila and S. Salthe

the flows (@tNj ), depend on each other. Consequently, when there are three
or more degrees of freedom, the evolutionary courses are intractable in de-
tail. At best the time-dependent processes can be simulated step-by-step so
that potentials and kBT are updated quanta-by-quanta due to the net energy
flux between the system and its surroundings. Since forces and flows are
inseparable, the evolving system is non-Hamiltonian. When the potential
difference is diminishing, the flow is decreasing, which in turn is reducing
the driving force further and so on. Thus, a flock of one species is a stock
for another. It is impossible to know the time and place when a particular
substrate or any other entity will engage in a reaction or a process because
when one does react, forces on others are affected, and evolution redirects
its course.

Since nature is in motion not only by way of chemical reactions but
also via various transport phenomena such as diffusion, it is of interest to
rewrite the equation of evolution also for the continuum (Figure 2). To that
end an equation for flows of energy is obtained by multiplying both sides
of eq. (5) with T , and replacing the chemical potential difference by the
scalar potential gradient and denoting the quantized fluxes to or from the
surroundings by the vector potential gradient in the orthogonal direction.
The left-hand side T @tS identifies with a change in the kinetic energy [54],

@t2K D �
X

x;y;z

.vx@xU � i@tQx/: (7)

In the continuum form the 2nd law states the conservation of energy.
Changes in the potential energy U and dissipation Q are balanced by
changes in the kinetic energy 2K.

Equation (7) can also be derived directly from Newton’s 2nd law of
motion that relates the force F D dp=dt with the change in momen-
tum, p D mv, by taking the time derivate with respect to both v and m,
then multiplying both sides with v and finally denoting m D E=c2 and
E D c2Q=v2 D n2Q where the index n D c=v is the ratio of energy
densities in the system and its surroundings. The change in mass is often
omitted as insignificant, but then Newton’s 2nd law of motion is limited
only to conserved systems. Therefore the @tm term is conceptually very
important in understanding evolution as an energy transduction process be-
tween an open system and its surroundings. The mass change denotes the
changes in interaction energy when the system transforms from one state
to another. The release of interaction energy as a loss of mass is impres-
sive in nuclear reactions, but loss of mass can also be measured in chemical
reactions. Admittedly, in the transport processes dissipation is very small.
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Nevertheless, one coordinate differs from another just as one molecule dif-
fers from another when a reaction is dissipative. Newton’s 2nd law as the
equation for the continuity is also known as the Cauchy momentum equa-
tion, which is the most general form of the Navier–Stokes equation [1, 4].

The directional derivates vx@x and @t (eq. (7)) prompts one to picture
the evolving system as a landscape that is leveling off by flows of energy
(Figure 2). The flows channel along the paths of least action. That princi-
ple [11] is the integrated form of the 2nd law [26]. The evolutionary path,
pictured as a directed arc, is given by the change in the kinetic energy, the
Rayleigh–Onsager relation [33]. In a locality where the landscape does
not curve much, the arc can be approximated by a straight line so that the
Pythagoras theorem holds. Then the Lorentz transformation applies and
the path can be determined.

The free energy landscape can be given concisely by a field equation.
Then each point on the manifold is represented by a vector field which is
the gradient of the 4-potential [53]. Generally, a curved but flattening land-
scape defines an evolving system that is stepping from one stationary state
to another by breaking one symmetry for another. Due to the fluxes from
the system to its surroundings, or vice versa, the vector field gradients, that
is, Lie’s derivates, do not vanish because, for the non-conserved system, the
flow (v) is not collinear along the irrotational force component (ma) but de-
parts by the divergence-free component (v@tm) [49]. In plain language the

Figure 2. The curved energy landscape represents an evolving system of
energy densities. The non-Euclidian manifold is leveling by flows of energy
that diminish the energy density differences. The flows direct along the paths
of least action to produce the maximal transduction. However the process
is intractable when there are alternative paths, as exemplified by branching
points, because each flow affects others’ driving forces. The expansion of
a local region shows how the energy flow, which is approximated by a straight
line, represents the change in kinetic energy 2K, that results from the changes
in the scalar U and vector Q potentials.
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flow, like a river, is eroding the landscape and thereby redirecting its own
course. For a quantized and coherent dissipative process this directional-
ity, which is inherent in time-ordered transformations, is given in the form
of a non-vanishing commutation relation Œp; x� D px � xp D �ir. Its
counterpart for a number of decoherent quantized processes is the conser-
vation of energy in action, 2Kt C Ut D Qt , [54]. Specifically, when
evolution has arrived at the thermodynamic stationary state, the landscape
is even with conserved currents [39] and the corresponding field equation
complies with gauge symmetry [36].

The self-similar balance equation for the flows of energy (eq. (7)), ei-
ther in its differential or integral forms for the quantized and continuum
mechanics, as well as for electromagnetism, shows that the principle of in-
creasing entropy and its equivalent, the principle of least action [11], has
been expressed in many mathematical forms of physics [26] – as it should
be, since the 2nd law of thermodynamics may perhaps be viewed as the
supreme law among all laws of nature. We anticipate that subsequent stud-
ies of various evolutionary phenomena as manifestations of the 2nd law
will be found to rest on this universal physical principle of maximal energy
dispersal extending across scales from microscopic to macroscopic.

4 Exemplary examination of evolutionary phenomena

The physical portrayal of biological evolution by natural selection as a man-
ifestation of the 2nd law of thermodynamics is a most natural tenet because
no additional ad hoc elements need to be attributed to the living systems.
Whatever the details of macroevolution on a given planet, this process will
be one that involves the deployment of species throughout a landscape in
such a way as to increase the entropy production from that landscape. Hith-
erto, it has been difficult to appreciate the explanatory power of thermo-
dynamics because the probability concept has not been fully spelled out
to contain both conditional and combinatorial factors. Therefore, the en-
tropy concept has remained poorly understood and even erroneously mixed
up with the concept of decoherence, i.e., disorder [45]. Consequently, al-
though life has been seen to be compatible with the laws of physics, the
laws of physics have not been seen as conceivable as a determining basis
for life [38]. Especially emergent, critical, and non-deterministic phenom-
ena, e.g., the appearance of new species and of chaotic behaviors, have
been considered by some to be beyond the conceptual realm of physics.
True enough, physics in its reductionist and conserved form is limited to
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stationary, deterministic systems, but physics in its full holistic form in-
cludes evolutionary, non-deterministic processes. When probability is un-
derstood as physical, entropy resolves as a natural statistical measure of
a system’s free energy status. When the energy fluxes to and from the
surroundings are included, the evolutionary processes are found to be in-
herently non-deterministic, in accordance with observations. Furthermore,
the reductionist tenet is understood to fail because the ingredients of emer-
gence include not only the constituents of a system, but also the quanta
from its surroundings that incorporate into assembly processes.

From a physical point of view, life in its entirety can be understood by
the 2nd law as a thermodynamic process, with no demarcation line between
inanimate and animate. Living systems are internally informed dissipative
structures [56]. Consequently, no distinct moment or place can be iden-
tified as the origin of life. Likewise, no particular reaction or molecule
can be pinpointed as fundamental to the initiation of life. Therefore, the
principle question how and where life emerged becomes not particularly
meaningful in a physical context [5]. It would be like asking, what was
the first chemical reaction? Or, where did the first wind stir a warm pond?
The processes of life are thermodynamic processes, just as are any others,
admittedly highly evolved toward efficacy in energy transduction, and de-
clining large transformations into many smaller ones, and so reducing the
explosive possibilities of energy dissipation [44], but in principle no differ-
ent from those found among inanimate systems.

The revised probability concept comprises not only static combinatorial
configurations but also changing conditional circumstances. Most notably
the probability depends on the particular ingredients, specifically those
found on Earth, as well as the energy density difference between the high-
energy radiation from the Sun and the lower-energy thermal radiation of
cold Space. The quest to reduce that energy density difference as soon as
possible is the driving force that has resulted in the transduction processes,
known collectively as the biosphere. During the eons, the chemical poten-
tials of substances on Earth have increased to match the energy density of
insolation. In other words, all systems are regarded by thermodynamics
as mechanisms to channel energy. The concept of fitness is understood by
thermodynamics as involving the ability to access and decrease free en-
ergy. In Fisher’s formulation [16], the genotypes that reproduce the fastest
in given conditions come to prevail in the gene pool. Thus, other things be-
ing equal, inasmuch as fast reproduction refers to striving, we can deduce
from the Carnot principle that those kinds that produce the most entropy
in a population are in line to become the fittest. Naturally, other things
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are seldom equal, and so details of adaptive efficacy are required to dis-
cover which kind actually wins for the moment. Proliferation will increase
the mechanistic capacity to diminish free energy but it is no end in itself.
Catalysis will speed up the transduction process but it is no end in itself,
either. Adaptation will improve a system’s consumption of available free
energy, or maintain it in the face of competitors. The most voluminous
flows of energy naturally select to channel along the steepest directional
gradients; in other words, through those mechanisms that will level off en-
ergy density differences in least time. The mechanisms of life that work to
raise the chemical potential of matter on Earth toward the energy density
in insolation are not destructive explosions. In order for life to exist, explo-
sive and fiery environments will have to have been replaced by more benign
conditions. As well, energy flows invoked in striving cannot be so great as
to injure the dissipative structure mediating them. When that happens the
dissipative structure dissipates. In any case, survival means access to free
energy; extinction is inevitable when the vital flow dries up.

Often the theory of evolution by natural selection is seen to be problem-
atic as emphasizing competition while collaboration is apparent in nature.
According to thermodynamics, neither rivalry nor co-operation is an end in
itself, but whichever mechanism that will best contribute to the increase of
entropy production will be naturally selected by the flows of energy. Com-
peting systems will turn to collaboration when their integration will yield an
increase in entropy production. Conversely, organizations will break apart
when their constituent systems’ independent consumption of free energy is
more effective in this. Likewise, evolution into species richness is no objec-
tive as such but is common because generally more diverse sources of free
energy are accessed by diverse mechanisms. No single species is equipped
with all interaction mechanisms to draw from all sources. This is because
history has continually reworked surviving energy gradients into increasing
numbers of different configurations and conformations. Admittedly, the en-
ergy transduction mechanisms of living systems are complex and diverse
but the underlying thermodynamic principle is simple and distinct. The
various ways of energy intake for a system that is initially below the energy
density of its surroundings to move toward an overall stationary state are
precisely those that we attribute to the living system, i.e., expansion, pro-
liferation, differentiation, catalysis, and adaptation. Boltzmann admired
Darwin, which is apparent from the quote that “The animate struggle for
entropy, not against it” [29], which has been commonly misconceived.

The universal characteristics of nature are consequences of maximal en-
ergy dispersal, not outcomes of particular fortuitous events or rare mecha-
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nisms. For example, evolution on a global, just as on a local, scale, bursts
by punctuations and settles to stasis [18], something that is apparent from
ubiquitous sigmoid growth curves [48]. Initially, when a new supply of free
energy is accessed, the driving force is large but the flows are curtailed by
rudimentary mechanisms. Subsequently, when new mechanisms will ap-
pear, e.g., via random mutations, those that will facilitate the flow further
become entrained. However, it will not be too long before the increasing
mechanistic capacity will draw so rapidly from the repository of renew-
able free energy that growth begins to level off toward stasis, i.e., toward
a thermodynamic steady state. A series of punctuations and stases results
from a series of sigmoid growth processes following each other. Likewise,
when the system exploits a non-renewable source, recession is inevitable
unless other sources of free energy are found. Each sigmoid, just as a se-
ries of sigmoids, when plotted on a log-log plot, follows mostly a power
law. A sigmoid is a cumulative curve of a skewed distribution. These
nearly log-normal distributions are ubiquitous not only among plant and
animal species but also among inanimate structures on all scales [22, 35].
We suggest that these universal characteristics are consequences of the law
for maximal energy dispersal.

Along with the general question “what is life”, a few specific questions,
such as the ubiquitous choice of L-amino acids in natural proteins, have
puzzled biologists, chemists, physicists, and philosophers alike. The ubiq-
uitous chirality consensus and the common genetic code are often asso-
ciated with a postulated singular emergence of life, but thermodynamics
provides another view [24]. These standards, like any other standards,
have emerged to facilitate the dispersal of energy. Consider a system con-
taining initially achiral basic constituents that may assemble to right- or
left-handed compounds that may further polymerize to pure or mix-handed
polymers. The pure-handed constituents polymerize via a single type of
reaction because the substrates are identical, whereas mixed-handed sub-
strates are non-standard and thus require more than one type of reaction.
If a chemical system happens to emerge with one effective enzyme, it is
enough for a pure-handed system to advance in its energy transduction.
Conversely, for the mixed-handed system to advance in energy dispersal
several catalysts are required. Therefore, a single faster reaction will draw
more basic compounds into the pure chiral systems, which may therefore
emerge with even more powerful catalysts and evolve even faster. There is
a positive feed-back for the pure-handed systems that would soon be com-
peting only with each other for the basic compounds. If either of them
happens to advance a little further than the other, it may emerge with even
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better mechanisms. This competitive exclusion principle [40] works not
only among molecular species but also between individuals and also be-
tween economic rivalries. The instability between systems can be demon-
strated using the Lyapunov stability criterion [30, 51] now that the formula
for entropy (eq. (4)), and also its time derivative (eq. (5)), are known. Ac-
cordingly, when a system has attained its free energy minimum state, it
remains stable against fluctuations in its internal composition. The stability
of a thermodynamic steady state ranges from the familiar one of chemical
equilibrium to the homeostatic behavior of a global system [27, 37]. In-
creasingly larger systems benefit more from standards. Therefore, the high
degree of chiral consensus does not mean that it would have been settled at
some unique event but may instead suggest that the global ecosystem has
evolved into a highly integrated global system, the biosphere. Similarly,
international standards such as those of the International Telecommuni-
cations Union are currently emerging from the ongoing global economic
integration [7].

The vast amount of non-coding DNA in eukaryotes has been considered
a mystery [20]. After all, genes make only 1.5% of our genome. From
the perspective of the 2nd law, a genome can be viewed as an ecosystem
as any other – for example, a forest – where we are not puzzled to find in-
sects eating trees that are the main means of acquiring energy to the forest
system [23]. In the same way it is not puzzling that transposomes, short
repeats, introns, intergenic regions, and other non-coding segments in our
genomes are thriving when using the resources brought into the genomic
system through the agency of genes, the “trees” of a cell nucleus. This con-
clusion about the role of energy dispersal is backed up by inspecting the
distribution of genomic sequences. Their distribution in lengths is skewed,
just as any other population, e.g., of plants and animals [58]. The princi-
ple behind the skewed distribution is the same as for the skewed velocity
distribution of Maxwell–Boltzmann. It is the maximum entropy partition.
The cumulative curve of any natural distribution is a sigmoid – on a log-log
plot a straight line that follows mostly a power law. Another example is
the species-area relationship, whose origin has also been a puzzling ques-
tion [57].

To predict protein folding from the amino acid sequence is regarded as
one of the hardest tasks in computational biology [34]. According to the
2nd law, protein folding would be an inherently intractable process [47].
The driving forces of folding, just like any other evolutionary process, are
inseparable from the flows of energy that produce the dissipation, known
here as the heat of folding, which can be measured by calorimetry. Fold-
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ing, as with a chemical reaction, directs along the fastest ways toward the
free energy minimum. However, since the flows themselves change the
free energy landscape, the problem is intractable, like many other natural
processes. In computational terms the process does not complete in de-
terministic manner in polynomial time [17]. Information that guides the
process is not simply contained only in the amino acid sequence since the
evolutionary course of a polypeptide system, like any other system, de-
pends on its surroundings. The resulting ensemble of protein folds is the
maximum entropy partition in the respective surroundings.

There are certainly many more examples of evolutionary phenomena
than were addressed here that would deserve to be examined by the law of
maximal energy dispersal. It is reasonable to anticipate obtaining insights
into overall courses, distributions, and regularities, but unreasonable to ex-
pect determining details. Undoubtedly it would be rewarding to unravel
deterministic causes but it is also gratifying to learn why such knowledge
is not available.

5 Discussion

Boltzmann’s idea to regard time-dependent phenomena of complicated
many-body systems as probable sequences of state changes was ground-
breaking. However, he adopted an impaired formulation of probability
which limited applications of statistical physics to stationary-state systems.
The herein re-examined probability concept includes not only combinato-
rial configurations but also conditional circumstances. In this way, Boltz-
mann’s objective to study also evolving systems by statistical physics has
now been re-opened. Entropy, the elusive concept that has been troubled
with misconceptions, emerges from the re-formulation of probability as the
statistical measure of the system’s free energy status. The principle of in-
creasing entropy resolves as an equation of motion that is consistent with
classical thermodynamics [10, 19, 50]. Intriguingly, evolution is found to
be a non-deterministic process whose trajectories are inherently intractable
just as biologists have generally suspected, with their focus on history.

The herein-presented revised form of statistical physics undoubtedly
prompts many more questions than were attempted or referred to in this
study. For example, the physical foundations of evolution, when given in-
dependently of the machinery of energy dispersal, may appear to some as
incoherent with the modern evolutionary synthesis, which describes bio-
logical evolution by giving a major role to genetic information. As well,
the thermodynamic imperative for maximal energy dispersal may seem to
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some to be incommensurable with the origin of life research that depicts
chemical evolution by giving a big role to autocatalytic processes.

Since thermodynamics values everything in terms of energy, informa-
tion is not viewed as abstract [32] but bound to its material representations,
which in turn are subject to the 2nd law: flows of energy naturally se-
lect the fastest ways to level off energy density differences. Therefore, it
is no surprise that the distributions of letters, words, length of sentences,
length of genes, and others, are skewed, and that their cumulative curves
are sigmoid, i.e., power laws on log-log scales. In short, information is
physical since “bit” is necessarily embodied in “it”. And so for many pur-
poses it would be best described by thermodynamic entropy rather than by
Shannon’s entropy [28]. Put otherwise, variety finds its meaning in energy
dispersal [14]. Importantly, thermodynamics would not be limited to the
description of syntax but could assign value to semantic meaning as well.
The meaning of a message would ultimately be valued by the receiver sys-
tem depending on how much its entropy production would increase when
processing the received message. Thus communication, as any other pro-
cess, could be viewed by thermodynamics merely as a means, often highly
effective, of energy dispersal.

The role of kinetics in evolution is inbuilt in the 2nd law because the
flows of energy are driven by the differences in energy densities. This func-
tional form (eq. (6)) is distinct, e.g., from the law-of-mass action where
kinetics is written as proportional to populations via varying rate “con-
stants”. The early erroneous formula [55] renders kinetics and thermo-
dynamics formally inconsistent with each other [15], so that evolutionary
courses are pictured as crossing over high-energy barriers. In contrast, the
principle of increasing entropy given in the form of @tS equation (eq. (5))
and its associated flow @tNj equation (eq. (6)) describes kinetic courses
not as flows across barriers, but as an energy manifold, as the representa-
tion of the system itself, working its way down along gradients. Due to
dissipation, the thermodynamic gradients change during the evolutionary
course. During an irreversible process, new paths open up while others
close down. Although the non-deterministic equation of evolution (eq. (5))
cannot be solved analytically, kinetic courses can be studied numerically or
simulated to give an ensemble of conceivable trajectories.

Darwin and his contemporaries did not know 150 years ago how evolu-
tion works at the molecular level. This lack of knowledge of mechanistic
details did not prevent him from seeing a universal principle. Darwin, as
is apparent from the famous letter to a friend [13], did not find it particu-
larly problematic to imagine that life emerged from natural processes taking
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place in a warm pond. Likewise, Darwin did not find it problematic to adopt
the natural selection principle from economics. He did not see impossible
demarcation lines between the inanimate and the animate. Thermodynam-
ics recognizes none either. Darwin propagated by way of vivid words the
universal principle that now deserves to be viewed more generally as the
2nd law in its mathematical form in order for us to understand more deeply
who we are, what we do, and, importantly, why we do anything at all.
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