
QUASICONFORMAL EXTENSION FIELDS

PEKKA PANKKA AND KAI RAJALA

Abstract. We consider extensions of differential fields of mappings
and obtain a lower bound for energy of quasiconformal extension fields
in terms of the topological degree. We also consider the related mini-
mization problem for the q-harmonic energy, and show that the energy
minimizers admit higher integrability.

1. Introduction

A continuous mapping f : Rn \ A → Rn, where A is an open annulus
in Rn, can be extended, by classical methods, to a continuous mapping
f̄ : Rn → Rn. Although orientation preserving mappings do not need to
admit orientation preserving extension in general, for homeomorphisms this
extension problem has a solution in the form of the annulus theorem; see
e.g. [7] and [8] for detailed discussions.

In the quasiconformal category the annulus theorem is due to Sullivan
[13] and it yields that given a quasiconformal embedding f : Rn \ A → Rn,
where A is an annulus, there exists a quasiconformal mapping f̄ : Rn → Rn

so that f̄ |Rn \ A′ = f , where Ā ⊂ intA′; the distortion of the extension
is quantitatively controlled. We refer to Tukia-Väisälä [15] for a detailed
discussion on the annulus theorem in the quasiconformal category. A simple
consequence of the annulus theorem is that a mapping f : Rn\A→ Rn, that
is quasiconformal embedding in the components of Rn \A, can be extended
to a quasiconformal mapping Rn → Rn if we are allowed to precompose f
with a Euclidean similarity in one of the components of Rn \ A. For more
general non-injective mappings of quasiconformal type, i.e., for quasiregular
mappings, extension results of this type are not known. We refer to [11]
and [12] for the theory of quasiregular mappings. In this article, we dis-
cuss quantitative estimates, in terms of the degree, for the non-existence of
extensions.

If we focus on matrix fields instead of the differential fields of mappings,
it is easy to see that the extension problem admits an orientation preserving
solution in the sense that the differential of an orientation preserving C1-
mapping f : Rn \ A→ Rn admits an extension to a continuous matrix field
M on Rn having non-negative determinant. This matrix field is not, in
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general, a differential field of a mapping, but we can obtain a C1-mapping
f : Rn → Rn, by using e.g. a Poincaré homotopy operator, so that f̃ − f has
bounded image. Then the difference M −Df̃ can be viewed to measure the
non-exactness of the extension field M ; see Section 3 or [5, Section 4].

We estimate the non-exactness of extensions for differential fields in the
context of quasiconformal geometry, i.e. we consider matrix fields satisfying
the quasiconformality condition

(1.1) |M(x)|n ≤ K detM(x) a.e. in A,

where |M(x)| is the operator norm of the matrix M(x). Our main theorem
gives a quantitative estimate for the non-exactness of the extension in terms
of the degree information on the underlying mappings. For the statement,
we introduce some notation. Let Bn(r) be a Euclidean ball of radius r > 0
about the origin. We denote A(r,R) = Bn(R) \ B̄n(r) for 0 < r < R.

For notational convenience, we consider 1-forms and 1-(co)frames instead
of vectors and matrix fields. We say that an n-tuple ρ = (ρ1, . . . , ρn) of
measurable 1-forms on a domain Ω is a measurable frame. Moreover, for
p ≥ 1 and q ≥ 1, we say that ρ is a Wp,q-frame if ρi ∈ Lp(

∧1 Ω) and
dρi ∈ Lq(

∧2 Ω) for every i = 1, . . . , n. The local space W loc
p,q of frames is

defined similarly.
A frame ρ is said to be K-quasiconformal in A(r,R) if

(QC) |ρ|n ≤ K ? (ρ1 ∧ · · · ∧ ρn) a.e. in A(r,R),

where |ρ| is the operator norm of ρ, see Section 2. After the natural iden-
tification of frames and matrix fields, the two conditions (1.1) and (QC)
coincide.

Let 0 < r < R, and let ρ0 and ρ1 be frames defined on Bn(r) and
Rn \ B̄n(R), respectively. We say that a frame ρ K-quasiconformally con-
nects ρ0 and ρ1 in A(r,R) if ρ is K-quasiconformal in A(r,R) and satisfies
ρ|Bn(r) = ρ0|Bn(r) and ρ|(Rn \ B̄n(R)) = ρ1. In our main theorem we as-
sume that ρ0 and ρ1 are (the restrictions of) df0 and dx, respectively, where
f0 : Rn → Rn is a continuous W 1,n

loc -mapping and dx is the standard frame
dx = (dx1, . . . , dxn).

Theorem 1.1. Let f0 ∈W 1,n
loc (Rn,Rn) be a continuous mapping, 0 < r <∞,

p > n, and n ≥ 3. Suppose that a Wp,n/2-frame ρ K-quasiconformally
connects df0 and dx in A(r/2, r). Then

(1.2)
∫

Rn

max{deg(y, f0, B
n(r/2))− 1, 0} dy ≤ C‖dρ‖nn/2,

where C = C(n,K) > 0.

Similar results also hold in the plane, but with the Ln/2-norm replaced
by other norms.

We would like to emphasize the rôle of the degree in Theorem 1.1 as a
global obstruction for the boundary value problem related to the equation
df = ρ. This is different in nature from the obstructions that arise in the
recent works on approximative local solutions, see [14], [4], and [1].

The estimate (1.2) can be interpreted as a lower bound for the minimal
energy of the extension frame. For the statement of our next result, let A
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be an open annulus in Rn. Given W loc
n,q -frames ρ0 and ρ1 in Rn, we denote

by Eq,K(ρ0, ρ1;A) the set of W loc
n,q -frames ρ K-quasiconformally connecting

ρ0 and ρ1 in A.

Theorem 1.2. Let q > n/2, n ≥ 2, A an annulus in Rn, and let ρ0 and
ρ1 be K-quasiconformal W loc

n,q -frames in Rn that can be K-quasiconformally
connected in A. Then there exists a W loc

n,q -frame ρ ∈ Eq,K(ρ0, ρ1;A) so that

(1.3)
∫
A
|dρ|q2 = inf

ρ′

∫
A
|dρ′|q2,

where the infimum is taken over ρ′ ∈ Eq,K(ρ0, ρ1;A), and the norm | · |2 is
the Hilbert-Schmidt norm in

∧2 Rn. Moreover, there exists p = p(n,K) > n

so that ρ ∈ Lploc(
∧1A).

This paper is organized as follows. In Section 3, we discuss the Lp-
Poincaré homotopy operator T of Iwaniec and Lutoborski. This operator
plays a crucial role in both of our theorems by providing a Sobolev-Poincaré
inequality for Wp,q-frames. The interplay between degree of the potential
T ρ and the energy of ρ is then discussed in Section 4. A continuity estimate
for T ρ is proven in Section 5, and the proof of Theorem 1.1 is given in Sec-
tion 6. In Section 7 we consider the variational problem for the energy and
prove Theorem 1.2.

2. Preliminaries

The open ball in Rn about x0 with radius r > 0 is denoted by Bn(x0, r).
For x0 = 0 we abbreviate Bn(r) = Bn(0, r) and Bn = Bn(1). The corre-
sponding closed balls are denoted by B̄n(x0, r), B̄n(r), and B̄n. The sphere
of radius r about the origin is denoted by Sn−1(r) and the unit sphere in
Rn by Sn−1. Given a ball B = Bn(x, r) we commonly use also notation λB
to denote the ball Bn(x, λr) for λ > 0.

Given a frame ρ, we denote by |ρ| the operator norm

|ρ| = sup
(v1,...,vn)

|(ρ1(v1, . . . , vn), . . . , ρn(v1, . . . , vn))|,

where the supremum is taken over n-tuples (v1, . . . , vn) satisfying
∑

i |vi|2 =
1. We abuse the common terminology slightly and call Jρ = ?(ρ1 ∧ · · · ∧ ρn)
the Jacobian of ρ, although we also write Jf = det(Df) when f is mapping.

Let Ω be a domain in Rn. The weak exterior differential of an `-form
ω ∈ L1

loc(
∧` Ω) is the unique form dω ∈ L1

loc(
∧`+1 Ω), if exists, that satisfies∫

Ω
dω ∧ ϕ = (−1)`+1

∫
Ω
ω ∧ dϕ

for every ϕ ∈ C∞0 (
∧n−`−1 Ω). Given 1 ≤ p <∞ and 1 ≤ q <∞, we denote

by Wp,q(
∧` Ω) the (p,q)-partial Sobolev space of the `-forms ω ∈ Lp(

∧` Ω)
having dω ∈ Lq(

∧`+1 Ω). We will also say that a measurable `-form ω in
Ω belongs to the Sobolev space W 1,p(

∧` Ω) if ωI ∈ W 1,p(Ω), where ω =∑
I ωIdxI . Here dxI = dxi1 ∧ · · · ∧ dxi` for I = (i1, . . . , i`).
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We call an n-tuple ρ = (ρ1, . . . , ρn) of (Borel) measurable 1-forms on Ω a
measurable frame. We say that a measurable frame is a Wp,q-frame if the
forms ρi, i = 1, . . . , n, belong to Wp,q. We then denote

dρ = (dρ1, . . . , dρn).

2.1. Topological degree. Let f : B̄n(r) → Rn be a continuous mapping
and y ∈ Rn \ fSn−1(r). Then the local degree deg(y, f,Bn(r)) of f at y
with respect to Bn(r) is the mapping degree of g : Sn−1 → Sn−1,

g(x) =
f(rx)− y
|f(rx)− y|

.

If f : Ω → Rn is C∞, and if G ⊂ Ω is a domain compactly contained in
Ω, then the local degree satisfies the change of variables formula

(2.1)
∫
G
η(f(x))Jf (x) dx =

∫
Rn

η(y)deg(y, f,G) dy

for every non-negative η ∈ L1(G). In fact, the degree can be defined by
using (2.1) and the property that deg(y, f,G) = deg(z, f,G) whenever y
and z lie in the same component of Rn \ f(∂Ω). We will use the fact that
(2.1) remains valid for mappings f ∈W 1,p(Ω,Rn) when p > n; see e.g. [9].

We will use the following properties of the local degree; see e.g. [12, I.4.2].
Suppose that fi : Ω → Rn, i = 0, 1, are continuous, G ⊂⊂ Ω is a domain,
and y ∈ Rn. If there exists a homotopy H : [0, 1] × G → Rn so that
y /∈ H([0, 1] × ∂G), H(0, x) = f0(x), and H(1, x) = f1(x) for every x ∈ G,
then

(2.2) deg(y, f0, G) = deg(y, f1, G).

Also, if U ⊂ G is open, and if y /∈ f0(∂U ∪ ∂G), then

(2.3) deg(y, f0, G) = deg(y, f0, U) + deg(y, f0, G \ U).

3. Averaged Poincaré homotopy operator

Iwaniec and Lutoborski introduced the Lp-averaged Poincaré homotopy
operator in [5].

Given y ∈ Rn, we denote by Ky : C∞(
∧` Rn) → C∞(

∧`−1 Rn), ` =
1, . . . , n− 1, the Poincaré homotopy operator (at y)

Kyω(x; v1, . . . , v`−1) =
∫ 1

0
t`−1ω(y + t(x− y);x− y, v1, . . . , v`−1) dt.

As in [5] we define an averaged Poincaré homotopy operator T as follows.
Let ϕ ∈ C∞0 (Bn(1/4)) be non-negative with integral one. From now on we
consider ϕ to be fixed.

We set T : L1
loc(
∧` Rn)→ L1

loc(
∧`−1 Rn) by

(3.1) T ω(x; v1, . . . , v`−1) =
∫

Rn

ϕ(y)Kyω(x; v1, . . . , v`−1) dy;

T is well-defined by [5, (4.15)].
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For all p > 1, we can consider T as a bounded operator T : Lp(
∧`Bn)→

W 1,p(
∧`−1Bn); see [5, Proposition 4.1]. Both operators K and T satisfy a

chain homotopy condition, which for T reads as

(3.2) id = dT + T d,

where id : W1,p(
∧`Bn) → W1,p(

∧`Bn). The chain homotopy condition to-
gether with the Sobolev embedding theorem then give the Sobolev-Poincaré
inequality

(3.3) ‖T dω‖p∗,Bn ≤ C(n, p)‖dω‖p,Bn ,

where ω ∈ W1,p(
∧`Bn), 1 < p < n, ` ≥ 1, and p∗ = np/(n − p) is the

Sobolev exponent; see [5, Corollary 4.2].
The formula (3.1) naturally defines an averaged homotopy operator on

Lp(
∧`Bn(r)) for all r > 0 if the function ϕ is scaled properly. To avoid

such technicalities, we define for all r > 0 the Poincaré homotopy operator
by Tr = λ∗1/r ◦ T ◦ λ

∗
r , where λr : Rn → Rn is the mapping λr(x) = rx.

By scale invariance of (3.3), operators Tr satisfy the same Sobolev-Poincaré
inequality as T . Moreover, due to condition sptϕ ⊂ Bn(1/4), they satisfy

Trdf = f + c

on Bn(r/4) for functions f ∈W 1,1(Bn(r)).
Given a frame ρ, we extend the notation T ρ to denote the mapping T ρ =

(T ρ1, . . . , T ρn) : Ω→ Rn.
We end this section with an application of the isoperimetric inequality

(3.4)
∫
B
|Jf (x)| dx ≤ C(n)

(∫
∂B
|Df(y)|n−1 dHn−1(y)

)n/(n−1)

in balls B compactly contained in Ω; see e.g. [11, Chapter II, p.81] or [10,
Section 6].

Lemma 3.1. Let r > 0, n ≥ 3, and let ρ be a W loc
n,n/2-frame in Rn. Then

there exists C = C(n) > 0 so that

∫
Bn(r)

|JTrρ| ≤ C
(
‖ρ‖n,A(r,2r) + ‖dρ‖n/2,Bn(r)

)n
.

Proof. By the isoperimetric inequality (3.4),

∫
Bn(t)

|JTrρ| ≤ C

(∫
∂Bn(t)

|dTrρ|n−1

) n
n−1
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for almost every r ≤ t ≤ 2r. Thus the Sobolev-Poincaré inequality (3.3)
gives∫ 2r

r

(∫
Bn(t)

|JTrρ|

)n−1
n

dt ≤ C

∫ 2r

r

(∫
∂Bn(t)

|dTrρ|n−1

)
dt

≤ C

∫
A(r,2r)

|dTrρ|n−1 ≤ C
∫
A(r,2r)

(|ρ|+ |Trdρ|)n−1

≤ C
(
‖ρ‖n−1,A(r,2r) + ‖Trdρ‖n−1,A(r,2r)

)n−1

≤ C
(
r

1
n−1 ‖ρ‖n,A(r,2r) + r

1
n−1 ‖dρ‖n/2,Bn(2r)

)n−1

≤ Cr
(
‖ρ‖n,A(r,2r) + ‖dρ‖n/2,Bn(2r)

)n−1
.

Therefore,(∫
Bn(r)

|JTrρ|

)n−1
n

≤ 1
r

∫ 2r

r

(∫
Bn(t)

|JTrρ|

)n−1
n

dt

≤ C
(
‖ρ‖n,A(r,2r) + ‖dρ‖n/2,Bn(2r)

)n−1
.

The claim follows. �

4. Energy and local degree

In this section we prove an integral estimate which relates the degree of
the mapping T ρ and the energy of the frame ρ. Given a continuous mapping
f : A(r,R)→ Rn we denote by Ω−(f) the set

Ω−(f) = {y ∈ Rn : deg(y, f,A(r,R)) < 0}.

The main result of this section reads as follows.

Proposition 4.1. Let 0 < r < R < ∞, p > n, and n ≥ 3. Suppose that ρ
is a W loc

p,n/2-frame on Rn such that ρ is K-quasiconformal in A(r,R). Then

(4.1) −
∫

Ω−(TRρ)
deg(y, TRρ,A(r,R)) dy ≤ C‖dρ‖nn/2,

where C = C(n,K,ϕ) > 0.

Proof. Set G̃ = (TRρ)−1(Ω−(TRρ)) ∩A(r,R) and

I = −
∫

Ω−(TRρ)
deg(y, TRρ,A(r,R)) dy.

Since TRρ ∈W 1,p
loc with p > n, we have, by the change of variables (2.1) and

by (3.2), that

−I ≥
∫
G̃
dTRρ1 ∧ . . . ∧ dTRρn

=
∫
G̃

(ρ1 − TRdρ1) ∧ . . . ∧ (ρn − TRdρn).
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The last integrand can be estimated from below by

Jρ(x)− C
n∑
k=1

|TRdρ(x)|k|ρ(x)|n−k

almost everywhere. Here C = C(n).
Then, by Hölder’s inequality and the Sobolev-Poincaré inequality (3.3),

we obtain

−I ≥
∫
G̃
Jρ(x) dx− C0

n∑
k=1

‖TRdρ‖kn,Bn(R)‖ρ‖
n−k
n,G̃

≥
∫
G̃
Jρ(x) dx− C0

n∑
k=1

‖dρ‖kn/2,Bn(R)‖ρ‖
n−k
n,G̃

,

(4.2)

where C0 = C0(n) ≥ 1.
Since ρ is K-quasiconformal,

K

∫
G̃
Jρ(x) dx ≥ ‖ρ‖n

n,G̃
.

Thus

(4.3)
1
K
‖ρ‖n

n,G̃
+ I ≤ C0

n∑
k=1

‖dρ‖kn/2,Bn(R)‖ρ‖
n−k
n,G̃

.

We show that

(4.4) ‖ρ‖n,G̃ ≤ KC0n‖dρ‖n/2,Bn(R).

To obtain a contradiction suppose that (4.4) does not hold. Then, by (4.3),

‖ρ‖n
n,G̃

≤ C0K
n∑
k=1

‖dρ‖kn/2,Bn(R)‖ρ‖
n−k
n,G̃

< C0K

n∑
k=1

(
1

C0Kn

)k
‖ρ‖k

n,G̃
‖ρ‖n−k

n,G̃
≤ ‖ρ‖n

n,G̃
.

This is a contradiction. Thus (4.4) holds.
We may now estimate I using (4.3) and (4.4) to obtain

I ≤ (2KC0n)n‖dρ‖nn/2,Bn(R).

This concludes the proof. �

5. A difference estimate

The second main ingredient in the proof of Theorem 1.1 is the following
difference estimate for T ρ.

Lemma 5.1. Let u ∈ W 1,1
loc (Rn), n ≥ 2, and let ρ be a W loc

1,1 -form in Rn so
that ρ = du in Rn \ B̄n. Then there exists C = C(n) so that

(5.1) |T ρ(x)− T ρ(y)− (u(x)− u(y))| ≤ C‖dρ‖1
for almost every x and y ∈ Rn \Bn(2).
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For the proof of this lemma, we introduce some notation. Given points
x and y in Rn we denote the (oriented) line segment from x to y by [x, y].
Given points x, y, and z in Rn we denote by [x, y, z] the (oriented) 2-simplex
that is the convex hull of {x, y, z}. Similarly, for affinely independent points,
we define L(x, y) and P (x, y, z) to be the (unique) line and plane containing
{x, y} and {x, y, z}, respectively.

Proof. By the density of smooth frames in W1,1, we may assume that ρ is
smooth. We assume that n ≥ 3, the simpler planar case is left for the reader.

Let a and b ∈ Rn \ Bn(2). We may assume that |a| ≤ |b| and that
L(a, b)∩Bn = ∅. Otherwise, we consider an additional point c ∈ Sn−1(2) so
that ([a, c] ∪ [c, b]) ∩ Bn = ∅. Indeed, we can take c ∈ Sn−1(2) so that [0, c]
bisects the angle between [0, a] and [0, b] in the plane P (0, a, b).

Then, since ρ = du outside Bn,

Kyρ(b)−Kyρ(a) =
∫

[y,b]
ρ−

∫
[y,a]

ρ−
∫

[a,b]
ρ+ u(b)− u(a)

=
∫

[y,b,a]
dρ+ u(b)− u(a)

for all y ∈ Rn. Thus

|T ρ(b)− T ρ(a)− (u(b)− u(a))| ≤
∫
Bn

ϕ(y)

(∫
P (y,a,b)

|dρ|

)
dy

≤ ||ϕ||∞
∫
Bn

(∫
P (y,a,b)

|dρ|

)
dy.

Let ψ be a Euclidean isometry so that ψ(0) = a and ψL(0, en) = L(a, b).
Then B = ψ−1(Bn) is a ball in A(|a| − 1, |a|+ 1).

Since ψ is an isometry, we have

(5.2)
∫
Bn

(∫
P (y,a,b)

|dρ|

)
dy =

∫
B

(∫
P (x,0,en)

|dψ∗ρ|

)
dx =

∫
B

Ψ(x) dx,

where Ψ: Rn → R is defined by

Ψ(x) =
∫
P (x,0,en)

|dψ∗ρ|.

To estimate the integral in (5.2), we observe first that, given x ∈ Rn \
L(0, en), we have Ψ(x) = Ψ(y) for y ∈ P (x, 0, en). Then, writing x =
(s, φ, xn) in cylindrical coordinates, we see that Ψ(x) = Ψ(φ). We denote
p = (p1, . . . , pn) = ψ−1(0). Then∫

B
Ψ(x) dx ≤ C

∫ pn+1

pn−1

∫
Sn−2

∫ |a|+1

|a|−1
sn−2Ψ(φ) ds dφ dxn

≤ C|a|n−2

∫
Sn−2

Ψ(φ) dφ.

We write P (x, 0, en) = P (φ). Then, as

Ψ(φ) =
∫
P (φ)
|dψ∗ρ| =

∫ ∞
−∞

∫ ∞
−∞
|dψ∗ρ(s, φ, xn)| ds dxn,
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another application of cylindrical coordinates yields

|a|n−2

∫
Sn−2

Ψ(φ) dφ ≤ C|a|n−2

∫
B

|dψ∗ρ(x)|
dist (x, L(0, en))n−2

dx

≤ C‖dρ‖1.
The claim follows by combining the estimates. �

6. Degree estimate and Proof of Theorem 1.1

Lemma 6.1. There exists ε = ε(n) > 0 so that if ρ is a Wp,n/2-frame,
p > n, n ≥ 3, satisfying ‖dρ‖1 ≤ ε, and if ρ = dx in Rn \Bn, then

deg(y, T ρ,Bn(2)) ≤ 1

for all y ∈ Rn \ T ρSn−1(2).

Proof. We apply first Lemma 5.1 to ρi and the coordinate functions of the
identity map u = id to obtain

|T ρ(x)− T ρ(2e1)− (x− 2e1)|

≤
n∑
i=1

|T ρi(x)− T ρi(2e1)− ((u(xi)− u(2e1)) |

≤
n∑
i=1

C‖dρi‖1 ≤ C‖dρ‖1

for x ∈ Sn−1(2). Suppose from now on that C‖dρ‖1 < 1/8.
Let f : Rn → Rn be the mapping f(x) = T ρ(x) + (2e1 − T ρ(2e1)). We

denote v = 2e1 − T ρ(2e1). Since

deg(y + v, f,Bn(2)) = deg(y, T ρ,Bn(2))

for all y 6∈ T ρSn−1(2), the claim of the lemma holds if and only if deg(z, f,Bn(2)) ≤
1 for all z 6∈ fSn−1(2).

Since

(6.1) |f(x)− x| = |T ρ(x)− T ρ(2e1)− (x− 2e1)| < C‖dρ‖1 < 1/8

for x ∈ Sn−1(2), we have, by a homotopy argument,

(6.2) deg(y, f,Bn(2)) = deg(y, id, Bn(2))

for y 6∈ A(15/8, 17/8). Moreover,

(6.3) ||f(x)| − 2| < C‖dρ‖1 < 1/8

on Sn−1(2).
Suppose now that there exists y ∈ A(15/8, 17/8) so that

(6.4) deg(y, f,Bn(2)) ≥ 2.

By continuity, we can fix r > 0 so that deg(y′, f, Bn(2)) ≥ 2 for every
y′ ∈ Bn(y, r).

By density of smooth frames inWp,q and continuity of T : Lp(
∧1Bn(2))→

W 1,p(Bn(2)), we may fix a smooth frame ρ̃ so that f̃ = T ρ̃ satisfies (6.1), and
hence also (6.3), in place of f and deg(y′, f̃ , Bn(2)) ≥ 2 for y′ ∈ Bn(y, r/2).
We may also assume that ρ̃ = ρ = dx on Rn \Bn.
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By (6.1), the mapping g : Sn−1 → Sn−1,

g(x) =
f̃(2x)
|f̃(2x)|

,

is well-defined and smooth.
We show that Jg ≥ 0 almost everywhere on Sn−1. This contradicts

deg(y, f,B(2)) ≥ 2 and the claim follows. Indeed, since g is homotopic
to id : Sn−1 → Sn−1, we have, by the degree theory,∫

Sn−1

Jg = deg(g)|Sn−1| = |Sn−1|.

Since deg(y′, f̃ , Bn(2)) ≥ 2 for y′ ∈ Bn(y, r/2), there exists a set E ⊂ Sn−1

of positive Hn−1-measure so that #
(
g−1(z)

)
≥ 2 for z ∈ E. Hence, by the

change of variables,∫
Sn−1

|Jg| =
∫
Sn−1

N(z, g) dHn−1(z)

=
∫
Sn−1\E

N(z, g) dHn−1(z) +
∫
E
N(z, g) dHn−1(z)

> |Sn−1| =
∫
Sn−1

Jg.

This contradicts the non-negativity of Jg.
It remains to show the non-negativity of Jg. We denote

ω0 =
n∑
j=1

(−1)j+1 xj
|x|n

dx1 ∧ . . . ∧ d̂xj ∧ . . . ∧ dxn =
n∑
j=1

xj
|x|n

(?dxj).

Here ? is the Hodge star operator. Then we have

|1− Jg(x)| = |(id∗ − g∗)ω0| =

∣∣∣∣∣∣
n∑
j=1

(
xj(?dxj)− g∗

(
yj
|y|n

(?dyj)
))∣∣∣∣∣∣

=

∣∣∣∣∣∣
n∑
j=1

(
xj(?dxj)− (f̃j/|f̃ |n)f̃∗(?dyj)

)∣∣∣∣∣∣
≤

n∑
j=1

∣∣∣(xj − f̃j/|f̃ |n) ? dxj + (f̃j/|f̃ |n)(?dxj − f̃∗(?dyj))
∣∣∣

≤ n (M1 +M2) ,

where

M1 = max
j

∣∣∣∣∣xj − f̃j

|f̃ |n

∣∣∣∣∣
and

M2 = max
j

f̃j

|f̃ |n
∣∣∣?dxj − f̃∗(?dyj)∣∣∣ .

To estimate M1 we observe that, by (6.3) and (6.1),∣∣∣∣∣xj − f̃j

|f̃ |n

∣∣∣∣∣ ≤
∣∣∣∣1− 1

|f̃ |n

∣∣∣∣ |xj |+ |xj − f̃j ||f̃ |n
≤ C‖dρ‖1



QUASICONFORMAL EXTENSION FIELDS 11

on Sn−1(2), where C = C(n).
To estimate M2, we observe first that, on Rn \Bn, we have∣∣∣?dxj − f̃∗(?dyj)∣∣∣ ≤ |dx− df̃ | = |dx− dT ρ̃| = |dx− ρ̃+ T dρ̃|

= |T dρ̃|.

Since

|T dρ̃(x)| =
∣∣∣∣∫
Bn

ϕ(y)Kydρ̃(x) dy
∣∣∣∣

≤ C

∫
Sn−1(x,4)

∫ 1

0
|dρ̃(y + t(x− y))| dt dHn−1(y)

≤ C

∫
Rn

|dρ̃(y)|
|x− y|n−1

= C

∫
Bn

|dρ̃(y)|
|x− y|n−1

dy ≤ C‖dρ̃‖1

for x ∈ Sn−1(2), we have that

M2 ≤ C‖dρ‖1,

where C = C(n). We choose ε = ε(n) > 0 so that M1 + M2 < 1/(2n) for
‖dρ‖1 < ε. Then Jg > 1/2. The claim follows. �

Proof of Theorem 1.1. Suppose first that r = 1. For brevity, we denote
f = T ρ : Rn → Rn.

Since f = T ρ = f0+c, where c ∈ Rn, onBn(1/2), we have deg(y, f,Bn(1/2)) =
deg(y − c, f0, B

n(1/2)) for y 6∈ fSn−1(1/2). Then, by Lemma 3.1,∫
Rn

max{deg(y, f0, B
n(1/2))− 1, 0} dy

=
∫

Rn

max{deg(y, f,Bn(1/2))− 1, 0} dy

≤
∫
Bn(1/2)

|Jf | ≤ C
(
1 + ‖dρ‖n/2

)n
,

(6.5)

where C = C(n) > 0.
If ‖dρ‖n/2 ≥ ε, where ε = ε(n,K) is the constant in Lemma 6.1, the

claim follows. Thus we may assume that ‖dρ‖n/2 < ε. Since, for every
ε > 0, the n-measure |fSn−1(2(1 + t))| = |fSn−1((1 + t)/2)| = 0 for almost
every t ∈ (−ε, ε), we may assume that |fSn−1(2)| = |fSn−1(1/2)| = 0 by
applying a rescaling to ρ if necessary.

Since

deg(y, f,A(1/2, 2)) = deg(y, f,Bn(2))− deg(y, f,Bn(1/2))



12 PEKKA PANKKA AND KAI RAJALA

for y 6∈ fSn−1(1/2)∪fSn−1(2), we have, by Lemma 6.1, deg(y, f,Bn(2)) ≤ 1
for all y ∈ Rn \ fSn−1(2). Thus, by Proposition 4.1,∫

Rn

max{deg(y, f0, B
n(1/2))− 1, 0} dy

=
∫

Rn

max{deg(y, f,Bn(1/2))− 1, 0} dy

≤ −
∫

Ω−

deg(y, f,A(1/2, 2)) dy ≤ C‖dρ‖nn/2,

(6.6)

where C = C(n) > 0 and Ω− = {y ∈ Rn : deg(y, f,A(1/2, 2)) < 0}, as in
Section 4.

For general r > 0 the argument above can be applied to ρ′ = (λ∗rρ) /r and
f ′0 = (f0 ◦ λr)/r. The proof is complete. �

7. Quasiconformal energy minimizers

In this section we consider the minimization problem for the q-energy of
extension frames. We obtain Theorem 1.2 in two parts. The existence of
minimizers is shown in Theorem 7.2. For the higher integrability of minimiz-
ers, we derive an Euler-Lagrange equation (Lemma 7.4) and a Caccioppoli
type inequality (Corollary 7.6) for this variational problem. We then es-
tablish a reverse Hölder inequality (Theorem 7.7) which yields the higher
integrability by Gehring’s lemma.

We denote by 〈·, ·〉 the inner product

〈X,Y 〉 =
1
m

tr
(
XtY

)
for (k ×m)-matrices and by | · |2 the (normalized) Hilbert-Schmidt norm

|X|22 = 〈X,X〉 =
1
m

k∑
i=1

m∑
j=1

X2
ij .

In this section, we identify frames with matrix fields, and use the inner
product 〈·, ·〉 and the norm | · |2 also for frames.

Let q > n/2 and 0 < r < R <∞. Let ρ0 and ρ1 be W loc
n,q -frames in Bn(r)

and Rn \ Bn(R), respectively. The following lemma shows that ρ0 and ρ1

can be quasiconformally connected if they have quasiconformal extensions
to the neighborhoods of Sn−1(r) and Sn−1(R), respectively.

Lemma 7.1. Let 0 < r < r′ < R′ < R < ∞ and let ρ0 and ρ1 be W loc
n,q -

frames in Bn(r′) and Rn\Bn(R′), respectively, so that ρ0 is K-quasiconformal
in A(r, r′) and ρ1 is K-quasiconformal in A(R′, R). Then there exists a
Wn,q-frame ρ so that ρ ∈ Eq,K̃(ρ0, ρ1;A(r,R)), where K̃ = K̃(n,K, r, r′, R,R′).

Proof. Let r0 = (r′+R′)/2. We define mappings λ0 : A(r, r0)→ A(r, r′) and
λ1 : A(r0, R)→ A(R′, R) by

λ0(x) =
(
r′ − r
r0 − r

(|x| − r) + r

)
x

|x|
and

λ1(x) =
(
R−R′

R− r0
(|x| − r0) +R′

)
x

|x|
.
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Let also θ : [0,∞) → [0, 1] be a smooth function so that θ(t) = 1 for t < r′

and t > R′, θ(t) = 0 in a neighborhood of r0, and that |dθ| ≤ 3/(R′ − r′).
We set ρ to be the frame

ρ(x) =


ρ0, x ∈ Bn(r)
θ(|x|)(λ∗0ρ0)(x), x ∈ A(r, r0)
θ(|x|)(λ∗1ρ1)(x), x ∈ A(r0, R)
ρ1, x ∈ Rn \Bn(R).

Since ρ0 and ρ1 are K-quasiconformal in A(r, r′) and A(R′, R), respectively,
frames λ∗i ρi are K̃-quasiconformal for K̃ = K̃(n,K, r, r′, R,R′) for i = 0, 1.
Since |dρ(x)| ≤ |dθ(|x|)||λ∗i ρi(x)| + |θ(x)||λ∗i dρi(x)| for i = 0, 1 in A(r, r0)
and A(r0, R), respectively, we have that dρ ∈ Lq(

∧2 Rn). Thus ρ is a Wn,q-
frame. �

In what follows, we assume that Eq,K(ρ0, ρ1;A(r,R)) is non-empty and
we consider the minimization problem

(7.1) Iq,K(ρ0, ρ1, A(r,R)) = inf
ρ∈Eq,K(ρ0,ρ1;A(r,R))

∫
A(r,R)

|dρ|q2,

q > n/2. In the forthcoming discussion, we use the observation that for
every frame ρ ∈ Eq,K(ρ0, ρ1;A(r,R)) there exists an affine subspace of frames
conformally equivalent to ρ; more precisely, (1 + h)ρ ∈ Eq,K(ρ0, ρ1;A(r,R))
for all ρ ∈ Eq,K(ρ0, ρ1;A(r,R)) and all h ∈ C∞0 (A(r,R)) satisfying h ≥ −1.

Theorem 7.2. The minimization problem (7.1) admits a minimizer ρ ∈
Eq,K(ρ0, ρ1;A(r,R)), i.e., there exists ρ ∈ Eq,K(ρ0, ρ1;A(r,R)) so that∫

A(r,R)
|dρ|q2 = Iq,K(ρ0, ρ1, A(r,R)).

To this end, we would like to note that, since the minimization problem
is considered in Eq,K(ρ0, ρ1;A(r,R)), standard convexity arguments are not
at our disposal and the uniqueness of the minimizer is not guaranteed.

We begin the proof of Theorem 7.2 with the following lemma. We assume
in what follows that 0 < r < R <∞.

Lemma 7.3. Let q > n/2, n ≥ 2, and let ρ be a W loc
n,q -frame in Rn so that

ρ is K-quasiconformal in A(r,R). Then

‖ρ‖n,A(r,R) ≤ C
(
‖ρ‖n,A(R,2R) + ‖dρ‖q,Bn(2R)

)
,

where C = C(n,K, q,R) > 0.

Proof. Let A = A(R, 2R) and B = Bn(2R). We set

ω =
n∑
j=1

(−1)jT2Rρj dT2Rρ1 ∧ · · · ∧ d̂T2Rρj ∧ · · · ∧ dT2Rρn.

As in the proof of Proposition 4.1, we obtain∫
Bn(t)

dT2Rρ1 ∧ · · · ∧ dT2Rρn ≥
1
K
‖ρ‖nn,A(r,R) − C

n∑
k=1

‖T2Rdρ‖kn,B‖ρ‖n−kn,B

for R ≤ t ≤ 2R, where C = C(n).
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On the other hand,∫ 2R

R

(∫
Sn−1(t)

ω

)
dt =

∫ 2R

R

(∫
Bn(t)

dω

)
dt

=
∫ 2R

R

(∫
Bn(t)

dT2Rρ1 ∧ · · · ∧ dT2Rρn

)
dt

and ∫ 2R

R

(∫
Sn−1(t)

ω

)
dt ≤

∫
A
|ω| ≤ n

∫
A
|T2Rρ||dT2Rρ|n−1

≤ n‖T2Rρ‖n,A‖dT2Rρ‖n−1
n,A .

Thus

R‖ρ‖nn,A(r,R)

(
1− C

n∑
k=1

‖T2Rdρ‖kn,B
‖ρ‖kn,B

)
≤ Kn‖T2Rρ‖n,A‖dT2Rρ‖n−1

n,A .

There exists ε = ε(n) > 0 so that either

(7.2) ε‖ρ‖n,B ≤ ‖T2Rdρ‖n,B
or

(7.3) R‖ρ‖nn,A(r,R) ≤ C‖T2Rρ‖n,A‖dT2Rρ‖n−1
n,A ,

where C = C(n,K).
Suppose first that (7.2) holds. Then

‖ρ‖n,A(r,R) ≤ ‖ρ‖n,B ≤
1
ε
‖T2Rdρ‖n,B ≤ C‖T2Rdρ‖q∗,B ≤ C‖dρ‖q,B,

where C = C(n, q,R). Here we used the Sobolev-Poincaré inequality (3.3).
Suppose now that (7.3) holds. The Sobolev-Poincaré inequality applies

to the mapping T2Rρ in A, so

‖T2Rρ‖n,A ≤ C‖dT2Rρ‖n,A.
Therefore, another application of (3.3) gives

‖ρ‖n,A(r,R) ≤ C‖dT2Rρ‖n,A ≤ C (‖ρ‖n,A + ‖T2Rdρ‖n,A)

≤ C (‖ρ‖n,A + ‖dρ‖q,B) ,

where C = C(n,K, q,R). �

Having Lemma 7.3 at our disposal, the standard methods in non-linear
potential theory can be used to prove Theorem 7.2; see [2, Chapter 5].

Proof of Theorem 7.2. Suppose (ρ̃k) is a minimizing sequence for (7.1). Then
(dρ̃k) is a bounded sequence in Lq(

∧2 Rn). Since ρ̃k coincides with ρ0 in
Bn(r) and with ρ1 in Rn \Bn(R) for every k, we have, by Lemma 7.3, that
(ρ̃k) is a bounded sequence in Ln(

∧1Bn(R)). By passing to a subsequence
if necessary, we may assume that ρ̃k → ρ̃∞ weakly and dρ̃k → dρ̃∞ weakly
as k → ∞, where ρ̃∞ ∈ Ln(

∧1Bn(R)) with dρ̃∞ ∈ Lq(
∧2Bn(R)). By the

weak lower semi-continuity of norms, we obtain

‖dρ̃∞‖q,A(r,R) ≤ Iq,K(ρ0, ρ1, A(r,R)).
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Since q > n/2, the K-quasiconformality of ρ̃∞ is a consequence of com-
pensated compactness [5, Theorem 5.1]; see also [3, Proposition 4.5].

Finally, the boundary conditions ρ̃∞|Bn(r) = ρ0 and ρ̃∞|Rn \Bn(R) = ρ1

follow from weak convergence of the sequence (ρ̃k) to ρ̃∞. Thus ρ̃∞ ∈
Eq,K(ρ0, ρ1;A(r,R)) and

‖dρ̃∞‖q,A(r,R) = Iq,K(ρ0, ρ1, A(r,R)).

This completes the proof. �

Following the standard arguments in the elliptic theory we can show that
minimizers satisfy an Euler-Lagrange equation; we refer to [2, 5.13] for de-
tails.

Lemma 7.4. A minimizer ρ of the problem (7.1) satisfies the equation

(7.4)
∫
A(r,R)

〈
|dρ|q−2

2 dρ, d(hρ)
〉

= 0

for every h ∈ C∞0 (A(r,R)).

Having the Euler-Lagrange equation at our disposal, we find an Euler-
Lagrange equation for the minimizers of (7.1).

Lemma 7.5. Let ρ be a minimizer of the problem (7.1). Then

(7.5)

(∫
A(r,R)

|dρ|q2h
q

)1/q

≤ q

(∫
A(r,R)

|ρ|q2|dh|
q

)1/q

for every non-negative h ∈ C∞0 (A(r,R)).

Proof. By the Euler-Lagrange equation (7.4),

0 =
∫
A(r,R)

〈|dρ|q−2
2 dρ, d(hqρ)〉

=
∫
A(r,R)

〈|dρ|q−2
2 dρ, qhq−1dh ∧ ρ+ hqdρ〉.

Thus∫
A(r,R)

hq|dρ|q2 ≤ q

∫
A(r,R)

|dρ|q−1
2 hq−1|dh||ρ|

≤ q

(∫
A(r,R)

|dρ|q2h
q

)(q−1)/q (∫
A(r,R)

|dh|q|ρ|q2

)1/q

.

The claim follows. �

Caccioppoli’s inequality (7.5) readily yields the following corollary.

Corollary 7.6. Let B = Bn(x0, s) be a ball so that 2B̄ ⊂ A(r,R). Then

∦ dρ‖q,B ≤
2q
s

∦ ρ‖q,2B.
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Here, and in what follows, we denote the integral average

∦ ω‖p,Ω =
(
−
∫

Ω
|ω|p2

)1/p

whenever Ω is a bounded domain in Rn and ω is an n-tuple of forms in Ω.
The main result in this section is the following reverse Hölder’s inequality.

Theorem 7.7. Let ρ0 be a minimizer of the problem (7.1). Then there
exists C = C(n) > 0 so that

(7.6) ∦ ρ0‖nn,B ≤ C ∦ ρ0‖nmax{n−1,q},2B

for balls B = Bn(x0, s) satisfying 2B̄ ⊂ A(r,R).

Gehring’s lemma now yields the higher integrability of ρ0; see e.g. [6,
Corollary 14.3.1].

Corollary 7.8. Let ρ0 be a minimizer of the problem (7.1). Then there
exists p > n and C0 = C0(p, n) > 0 so that

∦ ρ0‖p,B ≤ C0 ∦ ρ0‖n,2B

whenever B = Bn(x0, s) is a ball satisfying 2B̄ ⊂ A(r,R).

Proof of Theorem 7.7. For the purpose of this proof, we define Tx0 to be
the averaged Poincaré homotopy operator centered at x0, that is, Tx0 =
(τ−1)∗ ◦ T2s ◦ τ∗, where τ is the translation x 7→ x + x0. Naturally, the
properties of T discussed in Section 3 hold also for Tx0 .

Let ρ = (ρ1, . . . , ρn). By quasiconformality of ρ in A(r,R), we obtain, as
in the proof of Proposition 4.1, that

‖ρ‖nn,B ≤ C‖Jρ‖1,B ≤ C‖JTx0ρ
‖1,B + C

n−1∑
k=0

‖Tx0dρ‖kn,B‖ρ‖n−kn,B

= I1 + I2,

where C = C(n,K). We estimate the integral I1 first. Since Tx0ρ ∈
W 1,n

loc (2B),Rn), we have by the isoperimetric inequality (3.4),

∫
Bn(x0,t)

|dTx0ρ1 ∧ · · · ∧ dTx0ρn| ≤ C

(∫
Sn−1(x0,t)

|dTx0ρ|n−1

)n/(n−1)

for almost every r ≤ t ≤ 2r. Thus(∫
B
|dTx0ρ1 ∧ · · · ∧ dTx0ρn|

)(n−1)/n

≤ C −
∫ 2r

r

∫
Sn−1(x0,t)

|dTx0ρ|n−1

≤ C

r

∫
2B
|dTx0ρ|n−1.

Since

‖dTx0ρ‖n−1,2B ≤ ‖ρ‖n−1,2B + ‖Tx0dρ‖n−1,2B,
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we have, by the Sobolev-Poincaré and Caccioppoli’s inequality,

I
1/n
1 ≤ Cr−1/(n−1)‖ρ‖n−1,2B + Cr ∦ Tx0dρ‖n−1,2B

≤ Cr−1/(n−1)‖ρ‖n−1,2B + Cr2 ∦ dρ‖q,2B
≤ Cr ∦ ρ‖n−1,2B + Cr ∦ ρ‖q,2B
≤ Cr ∦ ρ‖max{n−1,q},2B.

To estimate I2 we use first the Sobolev-Poincaré inequality and then Cac-
cioppoli’s inequality to obtain

I2 ≤ C

n∑
k=1

rk ∦ Tx0dρ‖kn,B‖ρ‖n−kn,B ≤ C
n∑
k=1

r2k ∦ dρ‖kq,B‖ρ‖n−kn,B

≤ C

n∑
k=1

rk ∦ ρ‖kq,2B‖ρ‖n−kn,B ≤ Cr
n

n∑
k=1

∦ ρ‖kmax{n−1,q},2B ∦ ρ‖n−kn,B .

Combining estimates for I1 and I2 we have

∦ ρ‖nn,B ≤ Cr−n(I1 + I2)

≤ C ∦ ρ‖nn−1,2B + C
n∑
k=1

∦ ρ‖kmax{n−1,q},2B ∦ ρ‖n−kn,B ,
(7.7)

where C = C(n,K,ϕ).
Suppose that (7.6) does not hold with C0 = 1/(2 + 2nC). Then, by (7.7),

∦ ρ‖nn,B ≤ C ∦ ρ‖nn−1,2B + (1/2) ∦ ρ‖nn,B.

and (7.7) holds with C0 = 2C. The proof is complete. �
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