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Effect of surface on defect creation by self-ion bombardment of $001)
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We have studied defect formation and defect distributions in silicon under low-e(@5800 eV self-
bombardment of the 2 1 terminated §D01) surface. We applied the classical molecular dynamics technique
and collected statistically significant averages to be able to detect defect production trends in the energy
dependence. The number of defects created in implantations was found to be a superlinear function of energy
at low energies €400 eV) and larger than the defect production in the bulk up to about 1 keV. We have also
examined the depth dependence of close-to-surface damage and explored the energy and time dependence of
the defect creation mechanisms and the sensitivity of the results to the choice of the model potential.
[S0163-182698)06239-7

[. INTRODUCTION tigated using the MD methdt. Kitabatakeet al. have per-
formed detailed investigations of bombardment of the
Recent developments in several branches of research afd(001) 2X 1 surface with Si and In ions in the energy range

. . . 22-25 s H . :
product development have increased the interest in damagd®—50 eV.“"*"In addition to depth distributions of the re-

produced on semiconductor surfaces by ion irradiation. Fopidual defects remaining immediately after the cascade, they

instance, several surface processing methods utilize lowcalculated the defect migration energies and minimum en-

energy ions in aiding surface growth or etchingin semi- ergy diffusion paths. The results show that interstitials cre-

conductor processing the production of ever shallower junc2t€d during bombardment migrate easily towards the surface
while vacancies are less mobile.

tions is soon expected to involve implantation of dopants Simulations using non-normal incidence of the projectile

into layers only a few tens of nanometers deéps recent ere performed by Ramana Murty and Atwai&They stud-
computer simulations of metals have shown that the effect 0}% the defect generation during bombardment.of them)
surfaces on damage production can in some cases exte@(fce by 10-50 eV Ar atoms using an angle of incidence
roughly 10 nm into the bulk in metal€ the question arises of 45° and found that at energies below 20 eV there was
whether surface effects could be of importance in ultrashalzonsiderable displacement of surface atoms but no bulk dam-
low implantation of semiconductors as well. Although it is age. Hensel and Urbas$é&® have examined the effect of
clear that heat spike's are not as important in Iig'ht semicon(o01) 2x1, (110, and(111) Si surfaces on the implantation
ductors as they are in heavy r_net%_?g,the regime in which  process of 50 and 100 eV Si atoms. As expected, the surface
surface effects are important in silicon has not been C|ear|)geometry had a prominent effect on the final depth of the
established. _ _ . projectile and on the damage distributions.

Molecular dynamicgMD) computer simulations are well * The present work addresses a few previously unanswered
suited for studying the mechanisms of damage productiogyestions regarding defect creation processes close to the
both in bulk and close to the surface. Use of quantum mes;jjicon (001) surface. Using MD simulations of 25—-800 eV
chanical methods such as density-functional th€of®FT)  recoils in Si and simulating a large number of events in each
and tight binding formalisttf are currently limited to very case we obtain a quantitative, statistically significant picture
small system sizes and time scales. Classical MD simulatiogf the defect creation processes. We examine the question at
tgchniques with modern interatomic potentials are an eff!what energy the damage creation by Si self-recoils becomes
cient and reasonably accurate way to study beam-materig)ikiike and how the surface affects the processes close to
interaction$®**and can give us the required atomic informa- the damage creation threshold energy. We determine the
tion of these interactions. In MD simulations the atoms i”'depth dependence of close-to-surface damage, explore the
teract via a model potential and the evolution of this €N-energy and time dependence of the defect creation mecha-

semble of atoms is followed by solving the equations ofpisms and the sensitivity of the results to the choice of the
motion. Present-day computing power limits system sizes tgnodel potential.

about 16 atoms and time scales to nanoseconds. This range This paper is organized as follows. The computational
of time scales and system sizes is, however, quite adequaiftails of our simulations will be presented in Sec. II. The

for studying the defect creation phase of ion-induced colli-resyts will be given in Sec. IIl and discussed in Sec. IV. We
sion cascades. Subsequent defect evolution can be modelggnclude in Sec. V.

using, e.g., the kinetic Monte Carlo methtid.

The MD method has been extensively applied in studies Il. COMPUTATIONAL DETAILS
of production and annealing of ion-beam induced lattice de-
fects in bulk semiconductots®!® and ion-beam induced
amorphization of silicod’ 2! The interaction of low-energy The quality of results obtained in MD simulations de-
ion beams with semiconductor surfaces has also been invepends on the quality of the model potential used. In the case

A. Potential
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of metals the embedded atom method seems to provide laox was quenched down by scaling the atomic velocities by
rather successful approach for describing a large variety oh factor of 0.99 at each time step. The atomic velocities near
nonelectronic properties.In the case of semiconductors the the fixed or periodic borders were scaled towards zero in all
situation is not as satisfactory. For silicon there are manyhe simulations.

model potentials that give a good description of some prop- We used six different energies, namely, 25, 50, 100, 200,
erties, but none of them can be considered superior to th€00, and 800 eV, in the study of ion bombardment of the
others® surface. The starting point of the projectile was generated

In this work we used the Tersoff many-body potential. from the uniform probability distribution over an area with
This potential was chosen because it is fitted, in addition tdhe size of a unit cell side and plat@ A above the surface,
the diamond structure, to over- and undercoordinated corafter which it was given an initial velocity perpendicular to
figurations and thus is expected to give a fairly good descripthe surface.
tion of collision cascades. There are two different parametri- In the bulk recoil simulations a lattice atom was given an
zations for this particular potentiat®? Both of these initial momentum close to thé01) direction. To avoid di-
parametrizations give a quite good description of tH@®l)  rect head to head collisions the polar angle of the velocity
2x 1 surface® but since the latter ofiédescribes the elastic vector (with respect to thg001) direction was varied be-
properties better and is thus better suited for cascade studigsjeen 0° and 15° and the azimuthal angle between 0° and
it was used in these simulations. 180°.

One problem with the Tersoff potentighnd generally Even though the electronic stopping power at the energies
with most semiempirical potentiglss that it is fitted to the used is small, it is not negligible. The electronic slowing
near-equilibrium states and thus does not give realistic dedown was taken into account as a nonlocal friction force
scription of repulsive interactions that play a significant roleaffecting atoms with a kinetic energy higher than 5 eV. The
in ion-solid interactions. To realistically treat these atomicelectronic stopping power data for silicon is from Ref. 36.
interactions at small distances, we calculated a repulsive po- The Smith-Harrison integration algoritifrwas used with
tential with the program packagavoL,®® which is based on  a variable time stef§ using a maximum step limit of 2 fs.
the density-functional theoryf:* The repulsive and attrac- The time step was chosen so that no atom moved more than
tive potentials were smoothly joined together using a FermD.1 A or the potential energy of an atom was not changed
function F(r)=(1+e ®(~'))~1 and the values b; more than 0.36 eV in a step. The temperature of the simula-
=12A"1 andr;=1.6 A for the fitting parameters. These tion box was setd 0 K at thebeginning of the simulations.
parameters were chosen so that the potential remainebhis is of course physically unrealistic, but the choice of 0 K
smooth in both a dimer and a bulk case and the alteratioas ambient temperature excludes statistical fluctuations that
only affected the repulsive part of the potential. would lead to higher uncertainties in the final results at

One has to keep in mind that the semiempirical modehigher temperatures. The surface damage simulations corre-
potential has many limitations and shortcomings and thus ispond to the bombardment of noncontaminated silicon sur-
probably the main error source in these calculations. Théace by neutral silicon atoms in an ultrahigh-vacuum cham-
potential has been found to give wrong defect energies and lzer.
wrong melting point, which probably affects the recombina-
tion of defects and recrystallization of the lattice. Conse-
quently, the results presented may not be quantitatively ac- C. Melting point

cura_te, but we feel that_the qualita_tive _reSL_JI_ts can still | gcal melting phenomena can be an important part of
elucidate damage production mechanisms in silicon. cascade development. The melting point values cited for the
Tersoff potential in the literature show great variatiri>°
Morris et al. have recently pointed out that conventional ap-
proaches of determining the melting point for interatomic
In the bulk displacement energy calculations the size opotentials from the free energy or by cooling and heating a
the simulation cell was X 7 X7 unit cells(2744 atomswith simulation cell can be quite error proffeThey used an in-
periodic boundary conditions in three dimensions andxthe tuitively clear method to determine the melting point from
andy sides fixed. For the surface displacement energy a 81D simulations. By determining the temperature at which a
X6X6 box (1728 atoms with a reconstructed surfadas liquid and a solid co-exist in equilibrium in the same simu-
explained in Sec. Ill A was used. In these simulations a lation cell, one can avoid any chance of undercooling or
lattice atom was given initial momentum along tf@01)  overheating phenomena.
direction and the evolution of the system was followed until We determined the melting point of silicon predicted by
a stable configuration within the time scale used was foundthe Tersoff potential using a cell with 1728 atoms initially in
In the cascade simulations the size of the simulation boxhe crystalline phase and 1728 atoms initially in the liquid
ranged from 6<6x6 unit cells (1728 atoms to 14x14  phase and using a pressure control algorfthta keep the
X 18 unit cells(28224 atomp With these cell sizes all defect cell at zero pressure throughout the simulation. Geer v
production processes occurred far from the cell borders. lintegration algorithrf® was applied in this part of the study.
the surface cascade case we used periodic boundary condliite simulated the system at different constant temperatures
tions in two dimensions and fixed bottom atoms. In bulkin the range from 1500 to 3000 K, using visual inspection of
cascade studies the box was naturally periodic in all thre¢he atom positions and monitoring the average potential en-
dimensions. The time evolution of the system was followedergy of the atoms to determine whether the cell melted or
for 1.5-3.5 ps, after which the temperature of the simulatiorcrystallized at a given temperature.

B. Displacement energy and cascade simulations
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D. Defect analysis

There are various methods to detect defects in solids. The g
presence of the surface makes the use of bonding and poten- § [
tial energy analysis complicated. Hence we have used two /
geometrical methods to analyze the defects in the sample,
namely, the Wigner-SeitaVS) cell** method and a method 6o 1 2 3 4 5 6 7
based on the Lindemann radi/s* Layer

In the WS method a vacancy is identified when a primi-
tive cell of the lattice is empty and an interstitial or intersti- 0.1
tials when there is more than one atom in a cell. In this study 0.05 |
the WS cells are centered at the atomic positions of the ) ) A
guenched configuratiofexplained in Sec. Il A

Another way is to use the Lindemann radius, i.e., the am- 0.1 layer 1
plitude of lattice vibrations of atoms at the melting point. A 0.05
vacancy is identified if there is no atom within the Linde- L L | A Al
mann radius from the lattice point. All the atoms outside n
these spheres are labeled as interstitials. Since the Tersoff | layer2
potential does not give the right melting temperature the Lin- — %0
demann radius for the Stillinger-Weber potential was used. &g

layer O

This choice also enabled a comparison of current results with 01F
those given in Ref. 28. 005 k layer 3

The difference between these two methods is that the ’
Wigner-Seitz cells are space filing whereas Lindemann ! ! ' '
spheres are not. The WS method is ideally suited for point o1}
defect detection, when the surrounding lattice preserves its s [ layer 4
initial structure. In contrast, the Lindemann radius method is \ \ \ \
very sensitive for displacements in the lattice and is therefore
suited for detecting the amount of disorder in the lattice. 01F laver 5

Many studies have shown that low-energy single silicon 0.05 | y
atom recoils in crystalline silicon do not produce ; L L L
amorphizationt®1°4¢47although it has been found that over- 1 2 3 4 5
lapping 200 eV cascades can do*8dhese results suggest Distance (A)

that only point defects or clusters of point defects are pro-
duced during the irradiation at low energies. As the energy FIG. 1. Surface reconstruction. The surface layer is denoted by
gets closer to keV energies the probability of amorphousero. Upper part: the longitudinal positions of the layers. The first
pocket formation rises. Nevertheless, for consistency, all theeak on the left is the surface peak. The narrow lines correspond to
results were analyzed by the WS method. the bulklike layer places. Lower part: the pair-correlation functions
In this work an adatom is defined as an atom that is mordor different layers. The narrow lines correspond to the bulklike
than half a layer distance but less than 3(hich is the  pair-correlation function.
cutoff radius for the potential usgdbove the surface layer.
All atoms that ae 3 A ormore above the surface are labeledwhereas one row is between the dimer rows. The atoms di-
sputtered. rectly below the dimer rows in these layers are pushed into
the bulk, whereas the atoms between the dimer rows rise
somewhat. In other words, these layers are split. The split-
IIl. RESULTS ting distance is 0.22 A in layer 2 and 0.15 A in layer 3. The
atoms in the next two layergl and § are equivalent with
respect to the dimer rows and because of that there is only
The reconstruction of the surface was carefully studied s@lanar disturbance in these layers. The atom rows move in
that the effect of surface on the ion bombardment would behe opposite direction relative to the surface atom rows. The
understood better. The atoms in the surface layer were positisplacement is only about 0.06 A in layer 4 and 0.02 A in
tioned into a X1 pattern with the initial dimer bond length layer 5. The split in the next laydb) is very small, about
setto 2.3 A. This cell was thermalized by a 500 fs simulation0.02 A. There is no distinguishable disturbance in the layers
at 300 K to get the atoms relaxed and then quenched to O Kaelow. The average potential energies per atom in the layers
The dimer bond length stabilized at 2.36 A, which is moreare given in Table I. Our results agree with tess detailegd
or less the same as the bulk bond length. The pair-correlatiodescription by Kitabataket al??
function for the next layelayer 1 in Fig. } is also different
from the bulklike pair-correlation function. This is because
the dimer atoms pull the atoms in layer 1 towards them-
selves. The distance between the the surface and layer 1 is The time development of the average potential energy at a
about 0.2 A narrower than the layer distance in the bulk. Ingiven initial temperature can be seen in Fig. 2. A rising curve
the next two layers one row of atoms is below the dimer rowgcorresponds to melting and a falling one to the recrystalliza-

A. Surface reconstruction

B. Melting point
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TABLE |. Potential energies in different atom layers for the
Si(001) surface. The surface layer is denoted by zero. — bulk
---- surface

Layer Potential energieV) _

< 4t
0 —3.549 3
1 —4.378 g
2 (upped —4.609 z 2t
2 (lower) —-4.614 A
3 (uppe) —4.619
3 (lower) —4.618 0
4 _4626 L 1 1 1 L 1 1 1 L 1 1 1 L 1 1 1 L
5 4630 9 10 11 12 13 14 15 16 17 18
6 —4.629 Energy (eV)
’ —4.630 FIG. 3. Distance between the final and initial sites of a recoll
bulk —4.630

atom in the bulk and surface threshold displacement energy studies.

) ) o ] ) The situation is somewhat different on the surface than in
tion of the lattice. The results indicate that the melting pointine pulk. The surface atom has fewer bonds and the vicinity
of silicon with the Tersoff potential is 245050 K. To con-  of the surface also enables easier deformation of the lattice.
firm that the interface effects do not affect the result, some ONevertheIess, because of the surface reconstructiof@@ie
the simulations were repeated with a system size of 16 00firection is not similarly open as it is in the bulk. Because of
atoms. The larger system gave the same result as the smaligfs reconstruction we see no close tetrahedral interstitial
one. We also verified that the joining of the high-energyconfiguration on the surface until 13.4 eV. A split dumbbell
repulsive potential did not affect the result. was obtained to be formed at 15.3 eV and a replacement
process takes place at 15.8 eV.

Thus we see that a close vacancy-interstitial pair can be
formed at lower energies in the bulk than on the surface.

Even though the bulk displacement threshold energy wittNevertheless, a replacement process seems to take place in
the Tersoff potential has already been studied quitgyoth cases at about same energy.

thoroughly?*® we will present our results in order to set a
basis for comparison with surface displacement threshold en-
ergy simulations. As already explained, a lattice atom was
given an initial momentum and the evolution of the system In order to get statistically satisfactory results, around 100
was followed until an equilibrium configuration was reached.recoil events were calculated for most energies. The defects
The distances between the initial and final place of the recoivere detected after every ten time steps by the two methods
atoms are shown in Fig. 3. A close vacancy-interstitial pairdescribed in Sec. Il D.

separated by 2.35 A, was obtained to be formed at 9.9 eV The average defect numbers detected by the WS method
and a replacement process to take place at 15.6 eV. Nevedis a function of time for the 100 eV case can be seen in Fig.
theless, at some energies between those values the recdil The vacancy and the interstitial numbers rise rapidly after
atom returned to its initial site and thus the energy of 15.6 e\the projectile hits the target and with energies up to 200 eV
should be considered as the real threshold displacement e(Ref. 49 the maximum vacancy and interstitial numbers are

C. Displacement energy

D. Surface damage

ergy. reached at about 0.2 ps. After that these defects start to re-
combine and a stable configuration with respect to defect
a0k 2500 K
—— vacancies
S o404t - 2 - - - interstitials
L 2450 K 413 - adatoms
S ool A L e | 25
= S | A=
° =
o 408 | 2400 K T 22
=
art - Z 1
0 50 100 150 200
Time (ps) 0 03 0.6 0.9 12

Time(ps)
FIG. 2. Time evolution of the potential energy in the melting
study. A rising curve corresponds to melting and a falling one to the FIG. 4. Time evolution of the average number of vacancies,
recrystallization of the lattice. interstitials, and adatoms during 100 eV cascades.
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TABLE II. Results for surface cascades. Upper part: the average number of defects per one ion after
quenching. Lower part: the number of defects per(adrmalized to the 100 eV case

Energy(eV) Vacancies Interstitials Adatoms Sputtered
25 0.25+0.05 0.92£0.05 0.310.05 0.01%-0.013
50 0.81+0.08 1.39-0.06 0.42:£0.06 0.0070.007

100 2.09-0.15 2.410.10 0.65-0.08 0.034-0.017
200 4.79-0.17 4.770.13 0.92£0.12 0.106-0.03
400 9.510.36 8.92£0.30 1.370.19 0.22£0.06
800 17.03:0.43 16.130.37 1.55-0.21 0.35£0.08
25 0.48 1.53 191 2.24
50 0.78 1.15 1.29 0.41
100 1 1 1 1
200 1.14 0.99 0.71 1.47
400 1.13 0.92 0.53 1.62
800 1.02 0.84 0.30 1.29

development is achieved at about 0.5 ps. The behavior dhe same time by both methods. At that time the number of
adatoms is somewhat different. The number of adatoms bearacancies detected by the Lindemann method is 10.5 times
gins to rise after 0.05 ps and reaches the maximum value greater than by the WS method. That indicates that on aver-
0.5 ps, i.e., at the same time when the vacancy and interstitialge 43 atomgexcluding sputtered and adatonae disor-
numbers become stable. It seems that there is no significadered during a 100 eV irradiation. After quenching the Lin-
recombination of the surface vacancies and adatoms sinaEmann vacancy number is only 5.5 times bigger than the
the adatom number never reduces drastically. The number &/S vacancy number. The difference is similar with energies
defects was not changed significantly after the quenching. up to 200 e\V*° Once more we emphasize that the defects
The average numbers of defects per ion after the quencldetected by the Lindemann method are not the number of
ing are presented in Table Il. It can be seen that the produgoint defects but the amount of disordering in the lattice.
tion of vacancies is a superlinear function of energy below
400 eV (see Fig. 5, i.e., the number of vacancies per eV is
higher at higher ion energies. This superlinearity extends to ) . o
much higher energies than what is expected on the basis of 1h€ average vacancy and interstitial distributions as a
the Kinchin-Pease formuff. At energies below 50 eV, the funqtlon of atom layers for three different energies are shpwn
comparison of the energy dependence is not relevant sind@ Fig. 7. At low energies £200 eV) the interstitial distri-
the energy in the Kinchin-Pease formula is the energy of gnunc')n is much \_Nlder than the vacancy d'IStI’IbUtlon, _vvhereas
recoiling lattice atom, whereas in the MD simulations it is & higher energies the vacancy distribution closes in on the
the energy of an ion intruding on the surface. m_terstltlal distribution. In all the cases the vacancy number is
The average number of defects detected by the WS anighly peaked at the surface layer, but the percentage of
Lindemann methods during a 100 eV collision cascade caMacancies in the surface layer relative to all the vacancies

be seen in Fig. 6. The peak number of defects is reached SfoPs from 73%at 25 eV to 6.6%(at 800 eV as the energy
rises. The peak value of the interstitial distribution is close to

the ion penetration mean depthee Table ).

E. Defect distribution in atom layers

16F *© — surface < )
24k ¢ buk 7 P 10
'S - Kinchin-Pease - " s — Wigner-Seitz
§ k] S . 5 roNy - = = Lindemann
< 5 ! I PN -
> 10 y = 100 I I T N
5 4l | § 10" F/
3
2 s b
g °f 7 s L
= -
4 . L 0
~ £ 10
2r 1 5
0 1 1 L L L 1 1 1 Z
0 100 200 300 400 500 600 700 800
Energy (eV) L . . :
0 0.3 0.6 0.9 1.2
FIG. 5. Average number of vacancies for surface and bulk cas- Time(ps)

cades and the Kinchin-Pease formula prediction. The Kinchin-Pease
slope was determined from the slope between the 400 and 800 eV FIG. 6. Average number of vacancies detected by Wigner-Seitz
bulk points. The lines are drawn to guide the eye. cell and Lindemann radius methods in 100 eV cascades.
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0.5

0.4 i 50 eV 8 - yacancies Qe 0.078 pPs
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40 50 FIG. 8. Time evolution of the vacancy number in different atom

layers for 100 eV irradiation.
~ vacancies
interstitials

tion continues to a much higher ener¢p about 400 eV
than predicted by the Kinchin-Pease formula.

IV. DISCUSSION

A. Melting point

Layer Frequently the high melting point of silicon described by
the Tersoff potential has been used as an argument against
the suitability of this potential in collision cascade calcula-
Hons. The actual value of the melting point, however, has not
been clearly established. The original paper presenting the
potential gave a very inaccurate value of 30@DO K.3!

The time evolution of the vacancy depth distribution at o X .
100 eV is shown in Fig. 8. At 0.078 ps, at the point when theOther determinations have given values in the range 2500—

vacancy number is approximately the same as after thFOOO K, but the determinations have been typically per-

guenching, the distribution is almost linear. At the peak poin ormed for small system sizes without pressure C%'%%L(?r n
(0.18 p3g the vacancy numbers in the topmost layers haveases where overheating or un(.jercoollng.|s pos :
increased significantly. After the quenching the shape of thé)ur rgasult, 245850 K, Wh"%s.t'” much h|ghe.r t'han the
distribution is more or less the same, only the overall va.Sxperimental value of 1683 K, is not as unrealistic as the
cancy number has reduced. prewogsly determlned_values. Nevertheless, thg wrong m_elt-
ing point affects the final defect numbers at high energies
since liquid quenches into an amorphous phase too rafidly.
F. Bulk damage At the energies used in the present work, where large amor-
In order to clarify the influence of the surface in defect phous zones are not formed, this is not a significant problem.
formation we also performed 50, 100, 200, 400, and 800 eV
bulk cascade studies. The average number of defects pro- TABLE IV. Damage production in bulk cascades. Upper part:
duced in these recoils is shown in Table IV. Because in théhe average number of defects per one ion after quenching. Lower
bulk cascade simulations the initial energy was given to @art: the number of defects per éiormalized to the 100 eV case,
lattice atom, the defect production at energies below 100 e\2s the 50 eV case is strongly affected by the low-energy Frenkel
is in reasonable agreement with the Kinchin-Pease formulgair production.

prediction. However, the superlinearity in vacancy produc-

FIG. 7. Defect probability distribution over the layers for 50,
200, and 800 eV recoils. The surface is layer 0. The lines are draw
to guide the eye.

Energy(eV) Vacancies Interstitials Events
TABLE Ill. lon penetration mean depths Because of the chan- 50 1.15-0.04 1.15-0.04 120
neling, the ranges above 200 eV increase strongly. 100 2.02+0.07 2.02-0.07 105
200 4.28-0.11 4.28-0.11 120
Energy(eV Range(A Events

gy(eV) gel”) 400 8.98:0.15 8.98-0.15 59
25 0.71x:0.13 103 800 16.270.19 16.270.19 49

50 1.61£0.14 134 50 1.14 1.14

100 2.38:0.10 116 100 1 1
200 4.49-0.22 100 200 1.06 1.06
400 11.20.7 49 400 1.11 1.11

800 25.5:2.5 69 800 1.01 1.01
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B. Displacement energy fects was used. They used the Stillinger-Weber potential to
describe the bonding in silicon. The number of vacancies
con has been studied extensively both experimeritafly obtained by Hensel and Urbassek is for 50 eV bombardment
and using computer simulatiof&:5° Nevertheless, the data 2P0ut 40% and for 100 eV bombardment about 30% higher

are quite dispersed. The experimental values for the displacd@n What was obtained in our simulations. This could be due

ment energy lie between 11 and 30 eV and computer simd© the fact that the vacancy formation energy is somewhat

lation data between 10 and 22 eV. lower with the Stillinger-Weber potentig2.82 e\j than with

Sayedet al. have done a simulation study of displacementtn€ Tersoff potentia{3.e73\8 eV).” DFT calculations give val-
energies in silicon using the Tersoff potenﬁ%\l‘l’hey have Ues between 3 and 4 eV Nevertheless, as noted earlier, the

determined the threshold energy in #291) direction to be Lindemann radius method gives the amount of disorder in
10 eV. Another study done by Catuga al®’ gave the value the lattice, not the number of point defects. The larger disor-
of 22 eV with the Stillinger-Weber potential. The difference d€ring with the Stillinger-Weber potential could again rise

between predicted displacement energies can partially be efrom the stiffness of the potential. .The lattice around dgfects
plained by different configurations produced. With the Ter-could be more disordered than with the Tersoff potential as

soff potential a neighboring tetrahedral interstitial is formedth® Stillinger-Weber potential tries to affix all the atoms with

at 9.9-15.5 eV, whereas a replacement process takes placd@f bonds. According to our tests with the Stillinger-Weber

energies of 15.6 eV or higher. Nevertheless, the close tetr@0tential, the Lindemann method gives three vacancies for a

hedral interstitial configuration was found to be a metastabl&ingle dumbbell-interstitial configuration.

configuration. In some cases the vacancy and the interstitial

recombine. With the Stillinger-Weber potential no stafade D. Defect distribution in atom layers
metastabl)aneighbor_ing7 interstitial-vacar]cy pair is observed  The results presented in Sec. Il suggest that at the early
for low-energy recoilS The Frenkel pair is produced only stage of the cascade, vacancies close to the surface migrate
through a replacement process. This is probably due to thg, s it, leading to a high number of surface layer vacan-
fact that the Stillinger-Weber potential is fitted only to the .ias After the peak point the evolution seems to be governed

tetrahedral configuration and thus penalizes nontetrahedrg{, {he recombination of vacancies and interstitials and thus
bonding types. The stiffness of this potential has also beeg, vacancy number drops.

found to be too large when comparing it to the tight-binding A \ve ook at the defect distribution at the lowest energy

method® , o , _ (25 eV) we see that it is very shallow. This suggests that
Some experiments indicate a much higher displacement, o spontaneous annealing of the lattice is possible and thus
energy than what is predicted by our simulations. Wheqhis energy would be well suited for ion beam epitd}§E).
comparing these results one should note that close Frenke},q growth of crystalline layers is achieved more easily
pairs in Si have been shown to anneal at temperatures of Onjjjhen the defect distribution is low and located in a shallow
10-50 K" Most experimental studies of the threshold dis- 505 This is also in agreement with experimental results,

placement energy have been carried out at higher tempergs,o e an optimal energy value of 200 eV has been found
tures. Also, recent tight-binding calculations suggest that, pa ideal for IBES

close Frenkel pairs can under some circumstances recombine 1 50 eV case has also been studied by Kitabatake and
spontan%gggsly or form a metastable ~bond defeck eane The overall defect production is somewhat lower
complex>=**Therefore, the closest interstitial-vacancy pairs, or study than in theirs. The average number of intersti-
seen in our simulation&reated at the lowest recoil energies tials in their study was 1.8, to be compared with 1.39 in ours

may not exist adequately long to be visible in experimentsgae Taple )i, As no statistical error is given to their results,

which may explain why the experimental values for the dis-ye cannot deduce whether the difference is due to our modi-

Iolac(;ament tr;\zesholr(]j $nergy ter;]d tlc,’f be high;ar th?}” ourf,Simlffcation of the potentialcorrected repulsive paror due to

ated ones. Nevertheless, as the lifetime of such configurasiaiistical error. Nevertheless, the statistics in our study is
tions, according to our simulations, seems to be at least gi, - better(134 vs 36 incident ions Moreover, the 36

the order of picoseconds, they may influence the evolution ofaseg calculated by Kitabakate and Greene do not represent a
coII_|5|Qn cascades and thus defect production during ion irg q4qm sampling of impact points on the Si surface. The ion
radiation. range is more or less the same in both studies.

The threshold energy for an atomic displacement in sili-

C. Surface damage E. Surface and bulk damage comparison

As noted already, the defect production is a superlinear The comparison of surface and bulk defects at low ener-
function of energy at energies below 400 eV, but becomeglies is somewhat complicated. In the surface case an extra
linear at higher energies. The linear dependence at keV emtom is introduced into the lattice, whereas in the bulk a
ergies has been observed previodSlythe reason behind lattice atom is removed from its lattice site. Furthermore, in
this linearity could be that collision cascades in silicon sepathe surface case the impact point is chosen randomly,
rate into subcascades. The higher the energy is, the morghereas in the bulk the recoil atom always originates in the
subcascades are formed. At low energies, however, no disame point. We attempted to minimize this difference by
tinct subcascades form. The growth of one cascade could tgiving the bulk recoil atom random angles along {081
the reason for the superlinearity at low energies. direction.

The Lindemann results are compared to those given by Despite the problems, we can conclude that in the surface
Hensel and UrbasseR where the same analysis of the de- bombardment the defect production is somewhat affected by
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the surface at least up to an energy of 1 keV. This is, oprocesses in bulk and surface layers in detail. We found that
course, expected as a large portion of vacancies is producede surface strongly affects both the threshold displacement
in the surface layer and the bond energy of a surface atom isnergy and damage creation mechanism. At energies be-
significantly lower than that of a bulk atom. However, the tween 10 and 15 eV a very close vacancy-interstitial pair can
difference is less than 10% at energies above 400 eV, in clede formed in the bulk and above 15.5 eV a replacement
contrast to what has been obtained for metals, where surfacgﬁocess takes place. Because of the reconstruction, the
can have a dramatic effect on damage production up to eRnreshold energy for close pair formation at the surface is
ergies of at least 10 keV. higher, above 13 eV. As in the bulk, replacementlike pro-
cesses start to occur around 15.5 eV.

We also studied the defect creation in cascades at the near

We have studied the mechanisms that produce damage G{rface region under low-energy self-ion bombardment of
and close to the silicof001) surface using classical molecu- the 2x1 terminated 3D0Y) surface and compared the re-
lar dynamics simulations of atomic collision processes. Wesults to bulk cascades at the same energies. We showed that
simulated a large number of events in each case to obtainthere is a weak superlinearity in the vacancy production for
reliable quantitative picture of defect creation mechanisms.low energy 400 eV) recoils. Furthermore, the depth dis-

Since local melting phenomena are an important part ofribution of defects was found to be significantly greater than
cascade development, we determined the melting point of She ion penetration depth. The vacancy distribution was at all
modeled by the Tersoff potential. Using a pressure controénergies peaked in the dimer reconstructed surface atom
scheme and a liquid-solid interface we determined the meltlayer. When comparing the vacancy and interstitial produc-
ing point to be 245& 50 K. This is lower than previous tion in the surface and bulk cascades we found that the sur-
calculations have indicated. face numbers are somewhat higher. The difference decreases

To understand the fundamental mechanisms of damag@pidly with energy, being less than 20% at 100 eV and only
creation during ion irradiation we studied the displacemengbout 5% at 800 eV.

V. CONCLUSIONS
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