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Effect of surface on defect creation by self-ion bombardment of Si„001…

J. Tarus,* K. Nordlund, A. Kuronen,† and J. Keinonen
Accelerator Laboratory, University of Helsinki, P.O. Box 43, FIN-00014 Helsinki, Finland

~Received 15 April 1998!

We have studied defect formation and defect distributions in silicon under low-energy~25–800 eV! self-
bombardment of the 231 terminated Si~001! surface. We applied the classical molecular dynamics technique
and collected statistically significant averages to be able to detect defect production trends in the energy
dependence. The number of defects created in implantations was found to be a superlinear function of energy
at low energies (,400 eV) and larger than the defect production in the bulk up to about 1 keV. We have also
examined the depth dependence of close-to-surface damage and explored the energy and time dependence of
the defect creation mechanisms and the sensitivity of the results to the choice of the model potential.
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I. INTRODUCTION

Recent developments in several branches of research
product development have increased the interest in dam
produced on semiconductor surfaces by ion irradiation.
instance, several surface processing methods utilize l
energy ions in aiding surface growth or etching.1–4 In semi-
conductor processing the production of ever shallower ju
tions is soon expected to involve implantation of dopa
into layers only a few tens of nanometers deep.5,6 As recent
computer simulations of metals have shown that the effec
surfaces on damage production can in some cases ex
roughly 10 nm into the bulk in metals,7,8 the question arises
whether surface effects could be of importance in ultrash
low implantation of semiconductors as well. Although it
clear that heat spikes are not as important in light semic
ductors as they are in heavy metals,9,10 the regime in which
surface effects are important in silicon has not been cle
established.

Molecular dynamics~MD! computer simulations are we
suited for studying the mechanisms of damage produc
both in bulk and close to the surface. Use of quantum m
chanical methods such as density-functional theory11 ~DFT!
and tight binding formalism12 are currently limited to very
small system sizes and time scales. Classical MD simula
techniques with modern interatomic potentials are an e
cient and reasonably accurate way to study beam-mat
interactions13,14and can give us the required atomic inform
tion of these interactions. In MD simulations the atoms
teract via a model potential and the evolution of this e
semble of atoms is followed by solving the equations
motion. Present-day computing power limits system size
about 106 atoms and time scales to nanoseconds. This ra
of time scales and system sizes is, however, quite adeq
for studying the defect creation phase of ion-induced co
sion cascades. Subsequent defect evolution can be mod
using, e.g., the kinetic Monte Carlo method.15

The MD method has been extensively applied in stud
of production and annealing of ion-beam induced lattice
fects in bulk semiconductors9,10,16 and ion-beam induced
amorphization of silicon.17–21 The interaction of low-energy
ion beams with semiconductor surfaces has also been in
PRB 580163-1829/98/58~15!/9907~9!/$15.00
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tigated using the MD method.22 Kitabatakeet al. have per-
formed detailed investigations of bombardment of t
Si~001! 231 surface with Si and In ions in the energy ran
10–50 eV.22–25 In addition to depth distributions of the re
sidual defects remaining immediately after the cascade, t
calculated the defect migration energies and minimum
ergy diffusion paths. The results show that interstitials c
ated during bombardment migrate easily towards the sur
while vacancies are less mobile.

Simulations using non-normal incidence of the project
were performed by Ramana Murty and Atwater.26 They stud-
ied the defect generation during bombardment of the Si~001!
surface by 10–50 eV Ar atoms using an angle of inciden
of 45° and found that at energies below 20 eV there w
considerable displacement of surface atoms but no bulk d
age. Hensel and Urbassek27,28 have examined the effect o
~001! 231, ~110!, and~111! Si surfaces on the implantatio
process of 50 and 100 eV Si atoms. As expected, the sur
geometry had a prominent effect on the final depth of
projectile and on the damage distributions.

The present work addresses a few previously unansw
questions regarding defect creation processes close to
silicon ~001! surface. Using MD simulations of 25–800 e
recoils in Si and simulating a large number of events in e
case we obtain a quantitative, statistically significant pict
of the defect creation processes. We examine the questio
what energy the damage creation by Si self-recoils beco
bulklike and how the surface affects the processes clos
the damage creation threshold energy. We determine
depth dependence of close-to-surface damage, explore
energy and time dependence of the defect creation me
nisms and the sensitivity of the results to the choice of
model potential.

This paper is organized as follows. The computatio
details of our simulations will be presented in Sec. II. T
results will be given in Sec. III and discussed in Sec. IV. W
conclude in Sec. V.

II. COMPUTATIONAL DETAILS

A. Potential

The quality of results obtained in MD simulations d
pends on the quality of the model potential used. In the c
9907 © 1998 The American Physical Society
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of metals the embedded atom method seems to provid
rather successful approach for describing a large variet
nonelectronic properties.29 In the case of semiconductors th
situation is not as satisfactory. For silicon there are ma
model potentials that give a good description of some pr
erties, but none of them can be considered superior to
others.30

In this work we used the Tersoff many-body potenti
This potential was chosen because it is fitted, in addition
the diamond structure, to over- and undercoordinated c
figurations and thus is expected to give a fairly good desc
tion of collision cascades. There are two different parame
zations for this particular potential.31,32 Both of these
parametrizations give a quite good description of the Si~001!
231 surface,30 but since the latter one31 describes the elasti
properties better and is thus better suited for cascade stu
it was used in these simulations.

One problem with the Tersoff potential~and generally
with most semiempirical potentials! is that it is fitted to the
near-equilibrium states and thus does not give realistic
scription of repulsive interactions that play a significant ro
in ion-solid interactions. To realistically treat these atom
interactions at small distances, we calculated a repulsive
tential with the program packageDMOL,33 which is based on
the density-functional theory.34,35 The repulsive and attrac
tive potentials were smoothly joined together using a Fe
function F(r )5(11e2bf (r 2r f ))21 and the values bf
512 Å21 and r f51.6 Å for the fitting parameters. Thes
parameters were chosen so that the potential rema
smooth in both a dimer and a bulk case and the altera
only affected the repulsive part of the potential.

One has to keep in mind that the semiempirical mo
potential has many limitations and shortcomings and thu
probably the main error source in these calculations. T
potential has been found to give wrong defect energies a
wrong melting point, which probably affects the recombin
tion of defects and recrystallization of the lattice. Cons
quently, the results presented may not be quantitatively
curate, but we feel that the qualitative results can s
elucidate damage production mechanisms in silicon.

B. Displacement energy and cascade simulations

In the bulk displacement energy calculations the size
the simulation cell was 73737 unit cells~2744 atoms! with
periodic boundary conditions in three dimensions and thx
and y sides fixed. For the surface displacement energy
3636 box ~1728 atoms! with a reconstructed surface~as
explained in Sec. III A! was used. In these simulations
lattice atom was given initial momentum along the^001&
direction and the evolution of the system was followed un
a stable configuration within the time scale used was fou

In the cascade simulations the size of the simulation
ranged from 63636 unit cells ~1728 atoms! to 14314
318 unit cells~28224 atoms!. With these cell sizes all defec
production processes occurred far from the cell borders
the surface cascade case we used periodic boundary c
tions in two dimensions and fixed bottom atoms. In bu
cascade studies the box was naturally periodic in all th
dimensions. The time evolution of the system was follow
for 1.5–3.5 ps, after which the temperature of the simulat
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box was quenched down by scaling the atomic velocities
a factor of 0.99 at each time step. The atomic velocities n
the fixed or periodic borders were scaled towards zero in
the simulations.

We used six different energies, namely, 25, 50, 100, 2
400, and 800 eV, in the study of ion bombardment of t
surface. The starting point of the projectile was genera
from the uniform probability distribution over an area wi
the size of a unit cell side and placed 2 Å above the surface
after which it was given an initial velocity perpendicular
the surface.

In the bulk recoil simulations a lattice atom was given
initial momentum close to thê001& direction. To avoid di-
rect head to head collisions the polar angle of the veloc
vector ~with respect to thê001& direction! was varied be-
tween 0° and 15° and the azimuthal angle between 0°
180°.

Even though the electronic stopping power at the energ
used is small, it is not negligible. The electronic slowin
down was taken into account as a nonlocal friction for
affecting atoms with a kinetic energy higher than 5 eV. T
electronic stopping power data for silicon is from Ref. 36

The Smith-Harrison integration algorithm37 was used with
a variable time step38 using a maximum step limit of 2 fs
The time step was chosen so that no atom moved more
0.1 Å or the potential energy of an atom was not chang
more than 0.36 eV in a step. The temperature of the sim
tion box was set to 0 K at thebeginning of the simulations
This is of course physically unrealistic, but the choice of 0
as ambient temperature excludes statistical fluctuations
would lead to higher uncertainties in the final results
higher temperatures. The surface damage simulations co
spond to the bombardment of noncontaminated silicon s
face by neutral silicon atoms in an ultrahigh-vacuum cha
ber.

C. Melting point

Local melting phenomena can be an important part
cascade development. The melting point values cited for
Tersoff potential in the literature show great variation.30,39,40

Morris et al. have recently pointed out that conventional a
proaches of determining the melting point for interatom
potentials from the free energy or by cooling and heatin
simulation cell can be quite error prone.41 They used an in-
tuitively clear method to determine the melting point fro
MD simulations. By determining the temperature at which
liquid and a solid co-exist in equilibrium in the same sim
lation cell, one can avoid any chance of undercooling
overheating phenomena.

We determined the melting point of silicon predicted
the Tersoff potential using a cell with 1728 atoms initially
the crystalline phase and 1728 atoms initially in the liqu
phase and using a pressure control algorithm42 to keep the
cell at zero pressure throughout the simulation. TheGEAR V

integration algorithm43 was applied in this part of the study
We simulated the system at different constant temperat
in the range from 1500 to 3000 K, using visual inspection
the atom positions and monitoring the average potential
ergy of the atoms to determine whether the cell melted
crystallized at a given temperature.



T
ot
tw
p

i
ti-
d
th

m
A
e-
de
rs
in
e
wi

th
n
in

i
fo

o
e
r-
t
ro
rg
u
th

or

.
ed

s
b
o

h
io
0
re
ti

se
m
1

. I
w

di-
into
rise
plit-
he

only
e in
he
in

ers
yers

at a
rve
za-

by
rst
d to
ns
ke

PRB 58 9909EFFECT OF SURFACE ON DEFECT CREATION BY . . .
D. Defect analysis

There are various methods to detect defects in solids.
presence of the surface makes the use of bonding and p
tial energy analysis complicated. Hence we have used
geometrical methods to analyze the defects in the sam
namely, the Wigner-Seitz~WS! cell44 method and a method
based on the Lindemann radius.27,45

In the WS method a vacancy is identified when a prim
tive cell of the lattice is empty and an interstitial or inters
tials when there is more than one atom in a cell. In this stu
the WS cells are centered at the atomic positions of
quenched configuration~explained in Sec. III A!.

Another way is to use the Lindemann radius, i.e., the a
plitude of lattice vibrations of atoms at the melting point.
vacancy is identified if there is no atom within the Lind
mann radius from the lattice point. All the atoms outsi
these spheres are labeled as interstitials. Since the Te
potential does not give the right melting temperature the L
demann radius for the Stillinger-Weber potential was us
This choice also enabled a comparison of current results
those given in Ref. 28.

The difference between these two methods is that
Wigner-Seitz cells are space filling whereas Lindema
spheres are not. The WS method is ideally suited for po
defect detection, when the surrounding lattice preserves
initial structure. In contrast, the Lindemann radius method
very sensitive for displacements in the lattice and is there
suited for detecting the amount of disorder in the lattice.

Many studies have shown that low-energy single silic
atom recoils in crystalline silicon do not produc
amorphization,10,19,46,47although it has been found that ove
lapping 200 eV cascades can do so.46 These results sugges
that only point defects or clusters of point defects are p
duced during the irradiation at low energies. As the ene
gets closer to keV energies the probability of amorpho
pocket formation rises. Nevertheless, for consistency, all
results were analyzed by the WS method.

In this work an adatom is defined as an atom that is m
than half a layer distance but less than 3 Å~which is the
cutoff radius for the potential used! above the surface layer
All atoms that are 3 Å ormore above the surface are label
sputtered.

III. RESULTS

A. Surface reconstruction

The reconstruction of the surface was carefully studied
that the effect of surface on the ion bombardment would
understood better. The atoms in the surface layer were p
tioned into a 231 pattern with the initial dimer bond lengt
set to 2.3 Å. This cell was thermalized by a 500 fs simulat
at 300 K to get the atoms relaxed and then quenched to

The dimer bond length stabilized at 2.36 Å, which is mo
or less the same as the bulk bond length. The pair-correla
function for the next layer~layer 1 in Fig. 1! is also different
from the bulklike pair-correlation function. This is becau
the dimer atoms pull the atoms in layer 1 towards the
selves. The distance between the the surface and layer
about 0.2 Å narrower than the layer distance in the bulk
the next two layers one row of atoms is below the dimer ro
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whereas one row is between the dimer rows. The atoms
rectly below the dimer rows in these layers are pushed
the bulk, whereas the atoms between the dimer rows
somewhat. In other words, these layers are split. The s
ting distance is 0.22 Å in layer 2 and 0.15 Å in layer 3. T
atoms in the next two layers~4 and 5! are equivalent with
respect to the dimer rows and because of that there is
planar disturbance in these layers. The atom rows mov
the opposite direction relative to the surface atom rows. T
displacement is only about 0.06 Å in layer 4 and 0.02 Å
layer 5. The split in the next layer~6! is very small, about
0.02 Å. There is no distinguishable disturbance in the lay
below. The average potential energies per atom in the la
are given in Table I. Our results agree with the~less detailed!
description by Kitabatakeet al.22

B. Melting point

The time development of the average potential energy
given initial temperature can be seen in Fig. 2. A rising cu
corresponds to melting and a falling one to the recrystalli

FIG. 1. Surface reconstruction. The surface layer is denoted
zero. Upper part: the longitudinal positions of the layers. The fi
peak on the left is the surface peak. The narrow lines correspon
the bulklike layer places. Lower part: the pair-correlation functio
for different layers. The narrow lines correspond to the bulkli
pair-correlation function.
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tion of the lattice. The results indicate that the melting po
of silicon with the Tersoff potential is 2450650 K. To con-
firm that the interface effects do not affect the result, some
the simulations were repeated with a system size of 16
atoms. The larger system gave the same result as the sm
one. We also verified that the joining of the high-ener
repulsive potential did not affect the result.

C. Displacement energy

Even though the bulk displacement threshold energy w
the Tersoff potential has already been studied qu
thoroughly,48 we will present our results in order to set
basis for comparison with surface displacement threshold
ergy simulations. As already explained, a lattice atom w
given an initial momentum and the evolution of the syst
was followed until an equilibrium configuration was reache
The distances between the initial and final place of the re
atoms are shown in Fig. 3. A close vacancy-interstitial p
separated by 2.35 Å, was obtained to be formed at 9.9
and a replacement process to take place at 15.6 eV. Ne
theless, at some energies between those values the r
atom returned to its initial site and thus the energy of 15.6
should be considered as the real threshold displacemen
ergy.

TABLE I. Potential energies in different atom layers for th
Si~001! surface. The surface layer is denoted by zero.

Layer Potential energy~eV!

0 23.549
1 24.378
2 ~upper! 24.609
2 ~lower! 24.614
3 ~upper! 24.619
3 ~lower! 24.618
4 24.626
5 24.630
6 24.629
7 24.630
bulk 24.630

FIG. 2. Time evolution of the potential energy in the meltin
study. A rising curve corresponds to melting and a falling one to
recrystallization of the lattice.
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The situation is somewhat different on the surface than
the bulk. The surface atom has fewer bonds and the vici
of the surface also enables easier deformation of the lat
Nevertheless, because of the surface reconstruction the^001&
direction is not similarly open as it is in the bulk. Because
this reconstruction we see no close tetrahedral interst
configuration on the surface until 13.4 eV. A split dumbb
was obtained to be formed at 15.3 eV and a replacem
process takes place at 15.8 eV.

Thus we see that a close vacancy-interstitial pair can
formed at lower energies in the bulk than on the surfa
Nevertheless, a replacement process seems to take pla
both cases at about same energy.

D. Surface damage

In order to get statistically satisfactory results, around 1
recoil events were calculated for most energies. The def
were detected after every ten time steps by the two meth
described in Sec. II D.

The average defect numbers detected by the WS me
as a function of time for the 100 eV case can be seen in
4. The vacancy and the interstitial numbers rise rapidly a
the projectile hits the target and with energies up to 200
~Ref. 49! the maximum vacancy and interstitial numbers a
reached at about 0.2 ps. After that these defects start to
combine and a stable configuration with respect to de

e

FIG. 3. Distance between the final and initial sites of a rec
atom in the bulk and surface threshold displacement energy stu

FIG. 4. Time evolution of the average number of vacanci
interstitials, and adatoms during 100 eV cascades.
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TABLE II. Results for surface cascades. Upper part: the average number of defects per one io
quenching. Lower part: the number of defects per eV~normalized to the 100 eV case!.

Energy~eV! Vacancies Interstitials Adatoms Sputtered

25 0.2560.05 0.9260.05 0.3160.05 0.01960.013
50 0.8160.08 1.3960.06 0.4260.06 0.00760.007

100 2.0960.15 2.4160.10 0.6560.08 0.03460.017
200 4.7960.17 4.7760.13 0.9260.12 0.1060.03
400 9.5160.36 8.9260.30 1.3760.19 0.2260.06
800 17.0360.43 16.1360.37 1.5560.21 0.3560.08
25 0.48 1.53 1.91 2.24
50 0.78 1.15 1.29 0.41

100 1 1 1 1
200 1.14 0.99 0.71 1.47
400 1.13 0.92 0.53 1.62
800 1.02 0.84 0.30 1.29
r
b
e
tit
ca
in
r

g.
nc
u

ow
is
s
is

in
f
is

a
ca
d

r of
mes
ver-

n-
the
ies
cts
r of

a
wn

as
the
r is

of
ies

to

a
ea
0 eitz
development is achieved at about 0.5 ps. The behavio
adatoms is somewhat different. The number of adatoms
gins to rise after 0.05 ps and reaches the maximum valu
0.5 ps, i.e., at the same time when the vacancy and inters
numbers become stable. It seems that there is no signifi
recombination of the surface vacancies and adatoms s
the adatom number never reduces drastically. The numbe
defects was not changed significantly after the quenchin

The average numbers of defects per ion after the que
ing are presented in Table II. It can be seen that the prod
tion of vacancies is a superlinear function of energy bel
400 eV ~see Fig. 5!, i.e., the number of vacancies per eV
higher at higher ion energies. This superlinearity extend
much higher energies than what is expected on the bas
the Kinchin-Pease formula.50 At energies below 50 eV, the
comparison of the energy dependence is not relevant s
the energy in the Kinchin-Pease formula is the energy o
recoiling lattice atom, whereas in the MD simulations it
the energy of an ion intruding on the surface.

The average number of defects detected by the WS
Lindemann methods during a 100 eV collision cascade
be seen in Fig. 6. The peak number of defects is reache

FIG. 5. Average number of vacancies for surface and bulk c
cades and the Kinchin-Pease formula prediction. The Kinchin-P
slope was determined from the slope between the 400 and 80
bulk points. The lines are drawn to guide the eye.
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the same time by both methods. At that time the numbe
vacancies detected by the Lindemann method is 10.5 ti
greater than by the WS method. That indicates that on a
age 43 atoms~excluding sputtered and adatoms! are disor-
dered during a 100 eV irradiation. After quenching the Li
demann vacancy number is only 5.5 times bigger than
WS vacancy number. The difference is similar with energ
up to 200 eV.49 Once more we emphasize that the defe
detected by the Lindemann method are not the numbe
point defects but the amount of disordering in the lattice.

E. Defect distribution in atom layers

The average vacancy and interstitial distributions as
function of atom layers for three different energies are sho
in Fig. 7. At low energies (<200 eV) the interstitial distri-
bution is much wider than the vacancy distribution, where
at higher energies the vacancy distribution closes in on
interstitial distribution. In all the cases the vacancy numbe
highly peaked at the surface layer, but the percentage
vacancies in the surface layer relative to all the vacanc
drops from 73%~at 25 eV! to 6.6%~at 800 eV! as the energy
rises. The peak value of the interstitial distribution is close
the ion penetration mean depth~see Table III!.

s-
se
eV FIG. 6. Average number of vacancies detected by Wigner-S
cell and Lindemann radius methods in 100 eV cascades.
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The time evolution of the vacancy depth distribution
100 eV is shown in Fig. 8. At 0.078 ps, at the point when
vacancy number is approximately the same as after
quenching, the distribution is almost linear. At the peak po
~0.18 ps! the vacancy numbers in the topmost layers ha
increased significantly. After the quenching the shape of
distribution is more or less the same, only the overall
cancy number has reduced.

F. Bulk damage

In order to clarify the influence of the surface in defe
formation we also performed 50, 100, 200, 400, and 800
bulk cascade studies. The average number of defects
duced in these recoils is shown in Table IV. Because in
bulk cascade simulations the initial energy was given t
lattice atom, the defect production at energies below 100
is in reasonable agreement with the Kinchin-Pease form
prediction. However, the superlinearity in vacancy prod

FIG. 7. Defect probability distribution over the layers for 5
200, and 800 eV recoils. The surface is layer 0. The lines are dr
to guide the eye.

TABLE III. Ion penetration mean depths. Because of the ch
neling, the ranges above 200 eV increase strongly.

Energy~eV! Range~Å! Events

25 0.7160.13 103
50 1.6160.14 134

100 2.3860.10 116
200 4.4960.22 100
400 11.160.7 49
800 25.562.5 69
t
e
e
t
e
e
-

t
V
ro-
e
a
V
la
-

tion continues to a much higher energy~to about 400 eV!
than predicted by the Kinchin-Pease formula.

IV. DISCUSSION

A. Melting point

Frequently the high melting point of silicon described
the Tersoff potential has been used as an argument ag
the suitability of this potential in collision cascade calcu
tions. The actual value of the melting point, however, has
been clearly established. The original paper presenting
potential gave a very inaccurate value of 30006500 K.31

Other determinations have given values in the range 25
3000 K, but the determinations have been typically p
formed for small system sizes without pressure control o
cases where overheating or undercooling is possible.30,39,40

Our result, 2450650 K, while still much higher than the
experimental value of 1683 K,51 is not as unrealistic as th
previously determined values. Nevertheless, the wrong m
ing point affects the final defect numbers at high energ
since liquid quenches into an amorphous phase too rapid10

At the energies used in the present work, where large am
phous zones are not formed, this is not a significant probl

n

-

FIG. 8. Time evolution of the vacancy number in different ato
layers for 100 eV irradiation.

TABLE IV. Damage production in bulk cascades. Upper pa
the average number of defects per one ion after quenching. Lo
part: the number of defects per eV~normalized to the 100 eV case
as the 50 eV case is strongly affected by the low-energy Fren
pair production!.

Energy~eV! Vacancies Interstitials Events

50 1.1560.04 1.1560.04 120
100 2.0260.07 2.0260.07 105
200 4.2860.11 4.2860.11 120
400 8.9860.15 8.9860.15 59
800 16.2760.19 16.2760.19 49
50 1.14 1.14

100 1 1
200 1.06 1.06
400 1.11 1.11
800 1.01 1.01
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PRB 58 9913EFFECT OF SURFACE ON DEFECT CREATION BY . . .
B. Displacement energy

The threshold energy for an atomic displacement in s
con has been studied extensively both experimentally52–55

and using computer simulations.56–59 Nevertheless, the dat
are quite dispersed. The experimental values for the displ
ment energy lie between 11 and 30 eV and computer si
lation data between 10 and 22 eV.

Sayedet al.have done a simulation study of displaceme
energies in silicon using the Tersoff potential.59 They have
determined the threshold energy in the^001& direction to be
10 eV. Another study done by Caturlaet al.57 gave the value
of 22 eV with the Stillinger-Weber potential. The differenc
between predicted displacement energies can partially be
plained by different configurations produced. With the T
soff potential a neighboring tetrahedral interstitial is form
at 9.9–15.5 eV, whereas a replacement process takes pla
energies of 15.6 eV or higher. Nevertheless, the close te
hedral interstitial configuration was found to be a metasta
configuration. In some cases the vacancy and the inters
recombine. With the Stillinger-Weber potential no stable~or
metastable! neighboring interstitial-vacancy pair is observ
for low-energy recoils.57 The Frenkel pair is produced onl
through a replacement process. This is probably due to
fact that the Stillinger-Weber potential is fitted only to th
tetrahedral configuration and thus penalizes nontetrahe
bonding types. The stiffness of this potential has also b
found to be too large when comparing it to the tight-bindi
method.60

Some experiments indicate a much higher displacem
energy than what is predicted by our simulations. Wh
comparing these results one should note that close Fre
pairs in Si have been shown to anneal at temperatures of
10–50 K.61 Most experimental studies of the threshold d
placement energy have been carried out at higher temp
tures. Also, recent tight-binding calculations suggest t
close Frenkel pairs can under some circumstances recom
spontaneously or form a metastable bond def
complex.62,63 Therefore, the closest interstitial-vacancy pa
seen in our simulations~created at the lowest recoil energie!
may not exist adequately long to be visible in experimen
which may explain why the experimental values for the d
placement threshold energy tend to be higher than our si
lated ones. Nevertheless, as the lifetime of such config
tions, according to our simulations, seems to be at leas
the order of picoseconds, they may influence the evolutio
collision cascades and thus defect production during ion
radiation.

C. Surface damage

As noted already, the defect production is a superlin
function of energy at energies below 400 eV, but becom
linear at higher energies. The linear dependence at keV
ergies has been observed previously.10 The reason behind
this linearity could be that collision cascades in silicon se
rate into subcascades. The higher the energy is, the m
subcascades are formed. At low energies, however, no
tinct subcascades form. The growth of one cascade coul
the reason for the superlinearity at low energies.

The Lindemann results are compared to those given
Hensel and Urbassek,28 where the same analysis of the d
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fects was used. They used the Stillinger-Weber potentia
describe the bonding in silicon. The number of vacanc
obtained by Hensel and Urbassek is for 50 eV bombardm
about 40% and for 100 eV bombardment about 30% hig
than what was obtained in our simulations. This could be d
to the fact that the vacancy formation energy is somew
lower with the Stillinger-Weber potential~2.82 eV! than with
the Tersoff potential~3.70 eV!.30 DFT calculations give val-
ues between 3 and 4 eV.30 Nevertheless, as noted earlier, th
Lindemann radius method gives the amount of disorder
the lattice, not the number of point defects. The larger dis
dering with the Stillinger-Weber potential could again ri
from the stiffness of the potential. The lattice around defe
could be more disordered than with the Tersoff potential
the Stillinger-Weber potential tries to affix all the atoms wi
four bonds. According to our tests with the Stillinger-Web
potential, the Lindemann method gives three vacancies f
single dumbbell-interstitial configuration.

D. Defect distribution in atom layers

The results presented in Sec. III suggest that at the e
stage of the cascade, vacancies close to the surface mi
towards it, leading to a high number of surface layer vac
cies. After the peak point the evolution seems to be gover
by the recombination of vacancies and interstitials and t
the vacancy number drops.

As we look at the defect distribution at the lowest ener
~25 eV! we see that it is very shallow. This suggests th
even spontaneous annealing of the lattice is possible and
this energy would be well suited for ion beam epitaxy~IBE!.
The growth of crystalline layers is achieved more eas
when the defect distribution is low and located in a shall
area. This is also in agreement with experimental resu
where an optimal energy value of 20610 eV has been found
to be ideal for IBE.64

The 50 eV case has also been studied by Kitabatake
Greene.25 The overall defect production is somewhat low
in our study than in theirs. The average number of inter
tials in their study was 1.8, to be compared with 1.39 in o
~see Table II!. As no statistical error is given to their result
we cannot deduce whether the difference is due to our m
fication of the potential~corrected repulsive part! or due to
statistical error. Nevertheless, the statistics in our study
much better~134 vs 36 incident ions!. Moreover, the 36
cases calculated by Kitabakate and Greene do not repres
random sampling of impact points on the Si surface. The
range is more or less the same in both studies.

E. Surface and bulk damage comparison

The comparison of surface and bulk defects at low en
gies is somewhat complicated. In the surface case an e
atom is introduced into the lattice, whereas in the bulk
lattice atom is removed from its lattice site. Furthermore,
the surface case the impact point is chosen random
whereas in the bulk the recoil atom always originates in
same point. We attempted to minimize this difference
giving the bulk recoil atom random angles along the^001&
direction.

Despite the problems, we can conclude that in the surf
bombardment the defect production is somewhat affected
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the surface at least up to an energy of 1 keV. This is,
course, expected as a large portion of vacancies is prod
in the surface layer and the bond energy of a surface ato
significantly lower than that of a bulk atom. However, t
difference is less than 10% at energies above 400 eV, in c
contrast to what has been obtained for metals, where surf
can have a dramatic effect on damage production up to
ergies of at least 10 keV.7

V. CONCLUSIONS

We have studied the mechanisms that produce damag
and close to the silicon~001! surface using classical molecu
lar dynamics simulations of atomic collision processes.
simulated a large number of events in each case to obta
reliable quantitative picture of defect creation mechanism

Since local melting phenomena are an important par
cascade development, we determined the melting point o
modeled by the Tersoff potential. Using a pressure con
scheme and a liquid-solid interface we determined the m
ing point to be 2450650 K. This is lower than previous
calculations have indicated.

To understand the fundamental mechanisms of dam
creation during ion irradiation we studied the displacem
of
ced

is
e
ear
ces
n-

on

e
n a
.
of
Si
ol
lt-

ge
nt

processes in bulk and surface layers in detail. We found
the surface strongly affects both the threshold displacem
energy and damage creation mechanism. At energies
tween 10 and 15 eV a very close vacancy-interstitial pair
be formed in the bulk and above 15.5 eV a replacem
process takes place. Because of the reconstruction,
threshold energy for close pair formation at the surface
higher, above 13 eV. As in the bulk, replacementlike p
cesses start to occur around 15.5 eV.

We also studied the defect creation in cascades at the
surface region under low-energy self-ion bombardment
the 231 terminated Si~001! surface and compared the r
sults to bulk cascades at the same energies. We showed
there is a weak superlinearity in the vacancy production
low energy (,400 eV) recoils. Furthermore, the depth d
tribution of defects was found to be significantly greater th
the ion penetration depth. The vacancy distribution was a
energies peaked in the dimer reconstructed surface a
layer. When comparing the vacancy and interstitial prod
tion in the surface and bulk cascades we found that the
face numbers are somewhat higher. The difference decre
rapidly with energy, being less than 20% at 100 eV and o
about 5% at 800 eV.
l
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