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Erosion of material by energetic ions, i.e., sputtering, is widely used in industry and research. Using
experiments and simulations that, independently of each other, obtain the sputter yield of thousands of
individual grains, we demonstrate here that the sputter yield for heavy keV ions on metals changes as a
continuous function of the crystal direction. Moreover, we show that polycrystalline metals with randomly
oriented grains do not sputter with the same yield as the amorphous material. The key reason for this is
attributed to linear collision sequences rather than channeling.
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The effect of the crystal lattice on material properties is a
multifarious topic [I-12]. In applications, it may be
employed to advantage, or, at least, it must be controlled.
In general, the crystal lattice has an impact on many material
properties; however, often only the low-index surfaces are
investigated [13—18]. Therefore, a systematic study is highly
desirable for characterizing properties such as sputtering
[19,20] over many different crystal orientations.

Widely used sputter simulation programs such as TRIM
[21] or sDTrimsP [22] assume an amorphous target; i.e., the
crystal lattice structure is completely ignored [23,24].
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Often, the sputter yield of a polycrystalline sample is
compared with simulations [25], and the texture of the
sample is not taken into account, even though it is well
established that polycrystalline samples often have a
preferred crystal orientation at the surface [26,27] and
the sputter yield is reduced for low-index surface orienta-
tions [14—17]. The underlying assumption is that either the
average over all directions corresponds to amorphous
material [24,28] or there is a wide range of “random”
crystal directions for which the yield is the same as in
amorphous material.

This assumption is likely due to an assumed analogy to
ion implantation. There, the projected ion range usually
varies very little away from the major channeling direc-
tions. This is illustrated in Fig. 1(a), which shows an inverse
pole figure (IPF) of the projected range of 30 keV Ga in
single-crystalline W. An IPF is a stereographic projection
of crystal directions. In cubic systems, due to symmetry the
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IPFs for 30 keV Ga bombardment of W: (a) BCA simulations of the projected range of Ga; (b) BCA simulations of the sputter

yield; (c) MD simulations of the sputter yield; (d) experimental sputter yield from four individual measurements; (e) experimental data
of (d) corrected by rotation matrix multiplication according to PCA; (f) secondary electron emission. The white areas in the triangles in
(d)—(f) represent crystal orientations for which no grains exist in the measured area.

triangle between (001), (101), and (111) represents the
whole angular space. Figure 1(a) shows simulation results
obtained with the binary collision approximation (BCA)
code mMSIL [29]. The projected ranges are color coded
based on an array of 46 x 46 implantation simulations for
surface orientations covering the orientation triangle. For
further details of the simulations, see Supplemental
Material [30].

BCA simulations of single-crystal sputtering have been
performed in the past [47-49] but only for selected surface
orientations. In Fig. 1(b), we show an IPF for the sputter
yield obtained by the same IMSIL simulations as used for
Fig. 1(a). The (100) and (111) directions have the lowest
sputter yield, while they have the largest projected range.
However, in contrast to the projected range, the sputter
yield changes continuously with crystal orientation, and
there is no extended region where it is approximately
constant.

In the following, we corroborate this result by molecular
dynamics (MD) simulations and experiments using elec-
tron backscatter diffraction (EBSD) and scanning electron
microscopy (SEM).

For the MD simulations, we developed a new approach
to obtain sputter yields for arbitrary crystal orientations
with the program MDRANGE, which is based on the recoil
interaction approximation (RIA) [50,51]. In principle, MD
simulations of the full development of collision cascades

(which automatically include heat spike effects [52-56])
could provide the crystal direction dependence of
sputtering. However, each full MD simulation is time
consuming, and, to get a statistically reliable value for
the sputter yield in a single direction, thousands of impacts
are needed. Moreover, for obtaining IPFs, easily over
thousands of directions are needed. These calculations
are computationally prohibitive for full MD simulations.
Therefore, MD simulations were performed on two levels.
First, the crystal-direction dependence of the energy trans-
fer to recoils in the top 2 nm of the surface of tungsten was
simulated for all crystal directions using MDRANGE.
Second, full MD cascade simulations using the PARCAS
code [57-59] were performed of eight crystal directions to
correlate energy to recoils with the sputter yield [30]. The
result illustrates a linear dependence of the sputter yield on
the energy to recoils within the statistical uncertainty (see
Fig. S3 [30]). The slope of the linear regression obtained
from the PARCAS simulations is used to translate the energy
to recoils determined by MDRANGE to sputter yield in an
IPF, which is shown in Fig. 1(c). Note the almost perfect
agreement between MD and BCA results [Figs. 1(c)
and 1(b), respectively].

Most previous experimental studies have investigated the
sputter yield for some specific low-index crystal orienta-
tions only, and some others have measured sputter yield for
a few additional orientations [14—17]. To go beyond this
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standard approach, in this work we utilize recent develop-
ments in the EBSD technique that allow measuring and
generating orientation maps of a polycrystalline sample in
a reasonable time [60]. EBSD has been used to study
dislocations [61], deformation structures within grains [62],
or the crystal-dependent-oxidation behavior [63,64].

EBSD has previously been applied to examine sputter
yields for 25 keV Ga bombardment of Mo [65] yet only for
a few surface orientations. More recently, Nagasaki et al.
have studied 4 keV Ar bombardment of polycrystalline Cu
and Ni [66]. Although not discussed, the IPFs shown in that
paper indicate a smooth variation of the sputter yield with
surface orientation. However, their results have been
smoothed due to the relative scarcity of the data, while
our raw data have been sharpened by rotation matrix
multiplication as described later.

For obtaining the experimental data, hot-rolled poly-
crystalline tungsten samples were recrystallized to achieve
a grain size of around 10 gm. The samples were polished to
achieve flat surfaces with height differences between the
grains of less than 50 nm. The tungsten samples were
sputtered by focused Ga ion beam (FIB) at 30 keV. The
grains with the lowest sputter yield have an erosion of
around 150 nm, and grains with the highest sputter yield
have an 8 times higher erosion, which is measured with a
confocal laser scanning microscope (CLSM). Between the
sputter experiment and the height measurement, EBSD
measurements were performed for determining the crystal
orientation. The data of the orientation map and the height
data were merged with a PYTHON tool, which was intro-
duced and applied to grain-orientation-dependent oxidation
in Ref. [64]. The height data were transformed to sputter
yields by using the fluence and the atomic density of the
target. Because of the well-known rectangular area irradi-
ated by the scanning FIB, there is a well-defined reference
level outside of the sputtered area, and the sputtered depth
of each grain is accurately determined. At the end, the
sputter yields of ten thousand single-crystal grains from
four individual experiments were evaluated for the pre-
sented data. These results are visualized in the IPF shown in
Fig. 1(d). Note that several grains correspond to each pixel,
which represents one crystal direction. Therefore, the
median of the sputter yields is reported for each pixel.

The huge data amount opens up the possibility for
detailed analysis. A principal component analysis (PCA)
is applied on the experimental data [67], to correct a
possible misalignment error by the sample mounting or
ion beam. A PCA captures the highest variation of the data
in a lower dimension, here the IPF. An IPF includes all
lattice symmetries and reduces the number of dimensions
from three Euler angles to two independent variables
characterizing one direction. When the direction is aligned
with the ion beam, the highest variation of the data is kept
in a lower dimension, because a rotation of the crystal
lattice around the ion beam axis does not change the sputter

yield; respectively, the ion beam faces the same crystal
lattice in every rotation angle. On the EBSD data, rotation
matrix multiplications result in a new arrangement of
sputter yields in the IPF and the arrangement with the
highest variation is desired [Fig. 1(e)].

The PCA was performed on each sputter experiment
separately to compensate for the misalignment due to
sample mounting or the positioning of the scan area of
the FIB beam. The error of around 2° was corrected by
rotation matrix multiplication. The resulting IPF shown in
Fig. 1(e) is much clearer than that of the raw data
[Fig. 1(d)]. The difference shows that the method is very
sensitive to the misalignment error, and, in contrast to
common assumptions, errors of the order of 1° have a
significant impact on the data evaluation. Vice versa, the
accuracy of the impact angle detection of the ions is better
than 1° (Figs. S11 and S12 [30]).

Comparison of the experimental and simulated data
[Figs. 1(b), 1(c), and 1(e)] shows excellent agreement of
the dependence of the sputter yield on the crystal direction.
It is emphasized that the simulations did not employ any
fitting of parameters. The frequency distribution analysis of
sputter yields shown in Fig. 2 confirms that the good
agreement is not only visual. It also illustrates that the
yields vary continuously and there is no single sputter yield
value that would be much more common than the other, in
contrast to the projected range. Moreover, the fact that the
BCA and MD maximum sputter yields are similar indicates
that heat spikes do not have a major contribution to
sputtering under these irradiation conditions due to the
very high melting point of W [54]. In addition, Fig. 2 shows
the values of the sputter yield of amorphous and poly-
crystalline tungsten, 2.29 and 4.71 W/Ga, respectively, as
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FIG.2. Number of crystal directions versus sputter yield (green,
cyan, and blue lines) and projected range (red line), assuming an
isotropic distribution of surface orientations. The average sputter
yield of polycrystalline and amorphous W as obtained by the
BCA simulations is indicated by the vertical dashed lines. The
inset shows an example of a linear collision sequence, which
exists only in crystalline targets, observed in the MD simulations.
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calculated with mvsIL. The discrepancy between the two
will be discussed toward the end of the paper.

It is known that the sputter yield correlates with the
secondary electron emission [68,69]. Therefore, secondary
electron emission, caused by the Ga* FIB, was measured
with the secondary electron detector of the microscope. The
resulting grayscale image was merged with the crystal
orientation image to visualize in an IPF, which is shown
in Fig. 1(f). The distribution of the secondary electron yield
versus the crystal orientation matches the experimental, MD,
and BCA sputter yields very well. This demonstrates that
secondary electron emission has a linear dependence on the
sputter yield over thousands of data points (see Fig. S8 [30]).

In addition, the Ga implantation due to the crystal
orientation was investigated. For that purpose, energy
dispersive x-ray spectroscopy (EDX) measurements of
the sputtered surface were performed, and the data were
merged with the orientation data with the same PYTHON
tool as used for the CLSM data [64]. The resulting IPF
(Fig. S9 [30]) shows high Ga contents around low-index
crystallographic directions where the projected range is
large and the sputter yield small. This is to be expected,
since both features make it more difficult to remove the
implanted ions from the target.

For a detailed investigation of the depth distribution of
the channeled Ga ions, FIB-prepared cross sections were
made on low- and high-index surfaces for comparing them
and verifying the Ga content with EDX. At the surface, the
Ga content was around 20 at% in the (100) and (111)
surface orientation. In contrast, at the high-index surfaces,
the Ga content was below the detection limit of the EDX.
Also, Ga was found down to about 350 nm below the
surface in the (100) and (111) surface orientation. This
result is in excellent agreement with MDRANGE and IMSIL
simulations, whose electronic stopping power models have
been calibrated with independent experimental [70] and
theoretical data [71]. They show a maximum range of about
370 nm for these orientations.

These consistent and accurate experimental results,
together with the BCA and MD simulations, convincingly
show that there are no extended angular regions with almost
constant sputter yield. To support the generality of this
conclusion, we have in addition performed BCA simula-
tions for 3 and 300 keV Ga bombardment with qualitatively
similar results (see Fig. S1 [30]). In addition, measurements
of the dependence of the sputter yield of Cu on the
ion incidence angle for various ion beam conditions
[14,15,28,72] may be interpreted as the superposition of
a crystal orientation effect similar to that found in the
present work and the incidence angle dependence of the
sputter yield that is also present for amorphous targets.
Thus, our result does not seem to be restricted to heavy ions
and the bcc crystal lattice.

We briefly comment on the reasons why there is a
continuous variation of the sputter yield with crystal

orientation, while there are extended angular regions with
almost constant projected ion ranges. Channeling, respon-
sible for the increased projected range along low-index
crystallographic directions, is the stable oscillation of
trajectories in the open space between atomic rows or
planes [73,74]. Thus, it takes full effect over an extended
depth interval. In contrast, sputtering is a pronounced
surface effect, which depends on various processes taking
place in the near-surface region [72,75].

Finally, we comment on the difference between the
average sputter yields of amorphous and polycrystalline
tungsten as indicated in Fig. 2. It has long been known that
so-called linear collision sequences [75,76] contribute to
sputtering and cause spots in the angular distributions of
the sputtered atoms. Since linear collision sequences can
only occur in a crystalline material, the large difference in
the sputter yields obtained by the BCA simulations using
exactly the same physical models with only different
target structures provides strong evidence that linear
collision sequences contribute significantly to the sputter
yield. Also, MD simulations comparing sputtering from
amorphous and crystalline tungsten showed a similar
difference and exhibited linear collision sequences; see
the inset in Fig. 2. Details on the comparison between
amorphous and crystalline material yields of the BCA and
MD simulations are given in Supplemental Material [30].

In summary, new experimental and simulation
approaches are developed for determining the crystal
grain-orientation dependence of sputtering. Because of
automated data collection processes, a huge amount of
experimental data on sputtering can be collected, which,
in turn, allows using filter techniques and new analysis
methods to be applied on the dataset. This includes the
optimization of the data due to the impact angle of
the ions. In addition, this technique can be used to detect
the impact angle of the ions to the sample surface with an
accuracy better than 1°.

The newly developed approaches consistently show that
for the system studied the low-index surfaces have more
than a factor of 8 lower sputter yield than the high-index
surfaces and that there is no continuous wide range of
crystal directions that would correspond to the random
material assumed in common Monte Carlo BCA codes.
Moreover, detailed analysis of the atom collision sequences
in the simulations showed that the reason for the large
effects is that the physics of sputtering in polycrystalline
nonamorphizing materials—such as common bulk elemen-
tal metals with high symmetric structure—is fundamentally
different from that in amorphous materials.

This work has been carried out within the framework of
the EUROfusion Consortium and has received funding
from the Euratom research and training programme 2014—
2018 and 2019-2020 under Grant Agreement No. 633053.
The views and opinions expressed herein do not necessarily
reflect those of the European Commission.
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I. DETAILS AND ADDITIONAL RESULTS OF
THE BCA SIMULATIONS

A. Simulation details

The binary collision approximation (BCA) simulations
have been performed with the IMSIL code. IMSIL has orig-
inally been developed for the simulation of ion implanta-
tion in silicon [1], and has been augmented over the years
for other crystal systems and to allow sputtering simu-
lations [2, 3]. For the present work, the universal ZBL
interatomic potential [4] and a planar surface potential
with a surface binding energy equal to the heat of sub-
limation (8.68 €V /atom) have been used. Collisions up
to an impact parameter of 3 A were taken into account.
The average electronic stopping power has been taken
to be equal to that of SRIM-2013 [5]. For the impact
parameter dependence, the Oen-Robinson model [6] has
been adapted:

Se To

AE. = omaz P ( a ) ’ (1)
Here, S, denotes the electronic stopping power, rg the
distance of closest approach in the collision, and a a
screening length. The latter has been fitted to experi-
mental data [7] on the penetration of ions along chan-
neling directions in W: a = 5ayzpy, for Ga, taken as the
average between values obtained for Cu and Kr ions, and
a = 4.5azpy, for W ions. azpr, denotes the screening
length of the interatomic potential.

All simulations have been performed, like in the exper-
iments, for perpendicular incidence of the ions. The crys-
tallographic directions of the surface normal have been
determined for each simulation from their stereographic
projections, which were chosen on a regular 46 x 46 grid
covering the [001], [101], and [011] directions. 10000 ion
impacts have been simulated for each surface orientation,
resulting in statistical errors of less than 1% for the pro-
jected range and less than 3% for the sputter yield.

In 1MSIL, a polycrystalline target is simulated by ran-
domly rotating the crystal coordinate system before each
ion impact. For an amorphous target, free flight paths
are chosen according to an exponential distribution with
a mean value as to reflect the atomic density of W. Near
to the surface, collision partners are generated like in the
bulk, but collisions are abandoned when the target atom
is found to lie outside the assumed surface.

All models and model parameters are fully consistent
between crystalline-, polycrystalline-, and amorphous-
target simulations. Unfortunately, BCA results some-
times depend significantly on the model parameters cho-
sen. For instance, SDTrimSP [8] simulations with de-
fault parameters give more than a factor of two larger
sputter yields than IMSIL. Careful analysis revealed that
this is due to a much smaller maximum impact parame-
ter used in SDTrimSP. Likewise, sputter yields obtained
with SRIM [5] are much larger than those reported in
the present work. Since the source code of SRIM is not
accessible, it may only be speculated that this is due to
the same reason. We conclude that the use of one and
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FIG. S1. IPFs for the W sputter yield as calculated by BCA
simulations: (a) 3 keV Ga ions; (b) 300 keV Ga ions.

the same simulation program for all kinds of targets is
essential for the validity of the present study.

B. Additional sputter yield results

Figure S1 shows inverse pole figures (IPFs) of the W
sputter yield upon (a) 3 keV and (b) 300 keV Ga bom-
bardement. For comparison, results for 30 keV Ga ions
were shown in Fig. 1(b) of the main paper. The richness
of the features increases with energy. This is similar to
IPFs for the projected range [9, 10]. No extended region
away from the low-index crystallographic directions with
approximately constant sputter yield is observed in all
three cases.

The average sputter yields of amorphous and polycrys-

talline W are 1.23 and 2.57, respectively, for 3 keV, and
1.98 and 3.70, respectively, for 300 keV. In both cases the
sputter yield of amorphous W is significantly below the
sputter yield of polycrystalline W, confirming the result
for 30 keV Ga presented in the main paper.

C. Linear collision sequences

Linear collision sequences are sequences of collisions
that occur along low-index crystallographic directions
[11]. When one target atom is recoiled approximately
aligned with a low-index direction, it hits another atom,
which is likely to be recoiled towards a third atom in that
row, and so on. In such a collision sequence, energy is
transferred more efficiently than by the motion of a sin-
gle recoil which loses energy to the surrounding atoms.
A large fraction of the collisions in linear collision se-
quences are replacement collisions [11], i.e., the incoming
atom stops while the recoil is set into motion. Therefore,
replacement collisions are correlated with linear collision
sequences.

Figure S2 shows recoil range distributions generated
by 1MSIL. When replacement collisions receive no special
treatment (lines labeled “w/o replacements”), the recoil
range distributions in amorphous and polycrystalline W
are comparable. When replacement collisions are treated
as if the incoming atom moves on with the momentum
of the recoil, thus, as if no new recoil is generated (lines
labeled “with replacements”), the number of recoils with
a range between 5 A and 20 A is drastically increased in
case of the polycrystal, while it is hardly affected in the
amorphous target. This means that there is a significant
number of long replacement collision sequences in the
crystal, while they occur only rarely in the amorphous
target. With the reported correlation between replace-
ment and linear collision sequences, it may be concluded
that linear collision sequences are significant in the poly-
crystalline target. When a linear collision sequence inter-
sects the surface, a sputtering event may occur. Linear
collision sequences thus appear as a likely cause of the in-
creased sputter yield of the polycrystal compared to the
amorphous target.

II. DETAILS OF THE MD SIMULATIONS
A. Simulation details

We used classical molecular dynamics (MD) simula-
tions on two levels: i) MD simulations of the full devel-
opment of collision cascades to simulate sputtering by 30
keV Ga ions of W in a few crystal orientations, and ii)
MD simulations in the recoil interaction approximation
(RIA) of the energy deposition by Ga ions near the W
surface as a function of crystal orientation [10], for several
Ga ion energies.
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depently from full MD simulations. The slope of the linear
regression is used to translate the MD-RIA energy to recoils
into sputtering yields in the sputtering map over all directions.

In principle, simulation type (i) alone could be used to
simulate the crystal direction dependence of sputtering.
However, each full MD simulation is time-consuming by
itself, and to get a statistically reliable value for the sput-
tering yield in a single direction, thousands of impacts are
needed. To do a full map over thousands of directions is
hence computationally prohibitive. The RIA simulation
type (ii) is orders of magnitude more efficient than type
(i) as only the ion is followed, making it practical to do
a scan over all crystal directions.

The combination of approaches (i) and (ii) is further
motivated by the Lindhard, Onderdelinden [12] and Sig-
mund [13] theories of sputtering, which state that the
sputtering yield is proportional to the energy deposition
at the surface. Hence, if this holds also under channeling

conditions, one should be able to use the nuclear energy
deposition simulations to get a channeling map similar
to the experimental ones. To test whether the propor-
tionality holds under the channeling condition, and also
to obtain the proportionality between nuclear energy de-
position and channeling condition, we carried out full
MD simulations, simulation type (i), for a few selected
channeling and non-channeling crystal directions. The
directions were selected based on a channeling map, sim-
ulation type (ii) of 30 keV Ga ions in W.

The full MD sputtering runs, simulation type (i) were
carried out using the classical molecular dynamics [14]
code PARCAS [15], following basic surface simulation
principles described in Ref. [16]. W was described with
the well-tested Marinica interatomic potential [17-20],
and the Ga-W interaction with a density-functional the-
ory potential obtained with the DMol approach [21-23].
For this particular purpose of studying different surface
orientations, we employed the approach from Ref. [24],
in which an initially [001]-oriented crystal is first rotated
with the Euler angles (6, ¢,0), after which a hemisphere
is cut out and the surface is equilibrated to 300 K. The
bombardment is carried out perpendicular to the rotated
surface, from random starting positions near the center
of the 16 nm radius hemisphere. The atoms in the out-
ermost 0.3 nm atom layer of the hemisphere were fixed,
and atoms 0.7 nm inside that were subject to tempera-
ture scaling. Tests with larger hemispheres showed that
the 16 nm radius was sufficiently large for sputter sim-
ulations of 30 keV Ga ions in W. Atoms in the central
collision region were simulated without any scaling, i.e.,
in the microcanonical NV E ensemble. For each orien-
tation, 300 - 1000 ions were simulated to obtain a sta-
tistically meaningful sputtering yield Y. The statistical
error of Y is obtained as the Gaussian lo error of the
mean over the yields from all individual case yields. The
Ziegler-Biersack-Littmark 1996 electronic stopping power
[4] was implemented on all Ga ions and W recoils with
a kinetic energy higher than 5 eV [25, 26] (without in-
cluding the electronic stopping, the obtained sputtering
yields were about a factor of 2 higher).

We tested that when electronic stopping is included,
the sputtering yields are not very sensitive to the precise
value of the threshold: changing the value of 5 eV to
be a factor of 2 higher or lower lead to a change in the
sputtering yields of < 10%.

The MD-RIA calculations, simulation type (ii), were
carried out with the MDRANGE code [25], very similarly
to the channeling map simulations in Ref. [10]. To obtain
the nuclear energy deposition near the surface, including
a possible contribution from backscattered ions, the sim-
ulations were carried out for an infinite thickness sample,
and the “energy to recoils” was recorded for the top 2 nm
of the cell. Note that electronic stopping deposited by
secondary and lower-order recoils is not included. We
tested that using 1 nm or 4 nm gave the same trend in
energy to recoils. We also tested recording the energy de-
position only to recoils above 50 eV. This gave a scaling



between Y and Er that was practically identical except
for a different numerical prefactor.

B. Correlation of sputtering yield and surface
energy deposition

The correlation between energy to recoils Eg 25m from
MD-RIA and the sputtering yield from full MD simula-
tions is shown in Fig. S3. The correspondence is ex-
cellent, and at least to a good first approximation lin-
ear (note that the error bars are 1o ones, i.e., 1/3 of
the data points should fall outside a correlation line).
A fit of the simple linear equation ¥ = AER opm A =
0.000724 £ 0.0000281/eV describes the correlation very
well for 30 keV. This result essentially confirms that the
Onderdelinden / Sigmund assumption of sputtering being
proportional to deposited energy is also valid for chan-
neling conditions.

Note that the full MD data also confirms indepen-
dently the experiments and BCA simulations that the
sputtering yield indeed has a strong dependence on crys-
tal orientation. The difference between the minimum
((111) direction) and maximum ((315) direction) sput-
tering yields is about a factor of 5, in good agreement
with the experimental results on large variation between
yields.

Using the relation Y = AEg 25, We can now recalcu-
late the energy deposition channeling map into a simula-
tion sputtering yield map. This comparison is shown in
the main paper Fig. 1. The correspondence between ex-
periment and simulation is remarkably good. The angu-
lar dependence of sputtering is practically indistinguish-
able.

C. Amorphous sample and linear collision
sequences

As in the BCA simulations, we examined also in the
MD simulations whether the sputtering yield and mech-
anism differ between an amorphous and crystalline ma-
terial.

Although pure bulk elemental metals cannot be made
amorphous experimentally (it is possible to make them
on the nanoscale [27, 28|), in MD simulations it is possi-
ble to synthesize metastable amorphous metals by using
faster quench rates that those is experimentally achiev-
able. We created amorphous W by melt-quenching.
A small cubic sample of initial size 4 nm with 4088
atoms (corresponding to the density of crystalline W)
was heated to 10000 K and cooled down to 300 K with
quench rates between 0.1 - 0.005 K/fs, with constant vol-
ume and periodic boundary conditions in all dimensions.
After 300 K was reached, the cell was still simulated for
100 ps at constant temperature. Monitoring the potential
energy and pair correlation function showed that quench
rates in the range 0.005 - 0.02 K/fs gave cells with practi-
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- Amorphous, quench 1.0 K/fs
---- Amorphous, quench 0.1 K/fs
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FIG. S4. Pair distribution functions for amorphous W ob-
tained with different cooling rates. Also shown is the distribu-
tion function for crystalline W at 300 K and the distribution
function for the final cell after relaxation to O pressure

cally identical final potential energy and pair correlation
function. One of the 0.01 K/fs cells was chosen as the
model amorphous cell. This was then relaxed another
time at 300 K using also pressure control to relieve the
pressure left in the cell. The final a-W structure thus
obtained had a potential energy of -8.494 eV /atom and
a cell size of 4.016 x 4.018 x 4.022 nm. This gives an
atomic density of 63.0 atoms/nm?, 1.4% lower than the
density of 63.9 atoms/nm? for crystalline W in the same
interatomic potential at 300 K. This model a-W cell was
then used for MD-RIA calculations of the energy to re-
coils and repeated to give hemispherical cells for the full
MD simulations.

Sputtering of a-W by 30 keV Ga was then simulated
otherwise identically to the simulations in crystalline
materials. The simulations gave a sputtering yield of
3.9 + 0.4, while the MD-RIA simulations gave a surface
energy deposition of 7650 eV in the top 2 nm. This can
be compared with the values of the [315] crystalline sur-
face, which had a sputtering yield of 7.5 4+ 0.5 for a sur-
face energy deposition of 9300 eV. In other words, in the
MD simulations the amorphous material has a clearly
lower sputtering yield per energy deposition than the
crystalline one, well in line with the BCA result.

We also analyzed the reason to the lower energy de-
position by comparing the MD simulations of 30 keV
Ga irradiation of a-W in detail with simulations of the
[315] and [012] surface, which have similar energy de-
position. Analysis of individual events showed that the
crystalline [315] direction simulation cell had much more
high-yield events than the amorphous and these were for
cases where the ion had stopped in the first few nm of
the cell, see Fig. S5.

The 30 keV cascades are, however, rather complex and
difficult to analyze. Hence we also set up model sim-
ulations at lower energies, that allow for more detailed
analysis and faster collection of data with good statis-
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Crystalline W with [315] surface normal. The data points
above 0 nm are for Ga ions that were reflected.

tics. We chose to simulate 5 keV and 7.5 keV W recoils
chosen randomly from either the first monolayer (0 nm
deep) or from a depth of 1 nm. The recoils were directed
downwards at a random angle between 0° and 40° off-
normal, to correspond to a typical case of the Ga ions
giving a recoil energy to W sample atoms. The simula-
tions were carried out in identical configurations for the
amorphous, [315] and [012] surfaces.

The simulations showed that in all cases, the crys-
talline surfaces had larger sputtering yields than the
amorphous ones. Note that because the initial recoil en-
ergies where the same, this rules out that the difference
is due to differences in surface layer energy deposition by
the ion. Moreover, the recoils starting 1 nm deep showed
a much larger difference than the ones starting at 0 nm.
This indicates that in the current case, the key difference
does not stem from the first monolayer. It was early on
suggested that differences in atom binding energy due to
atom positioning at the surface could cause marked dif-
ferences in sputtering [29] and recent simulations have
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FIG. S6. Fractional sputtering yields as a function of the out-
going angle of the sputtered particles for 5 keV W recoils, (a)
recoils in top surface layer (b) 1 nm deep, for a crystalline cell
with [315] and [012] surface orientations and an amorphous
W cell.

indeed shown that this can be the case for < 1 keV Ar
irradiation of W [24]. However, in the current case of
higher energies, this clearly is not the dominant effect.
To understand the origin of the increased sputtering on
the crystalline surfaces, we analyzed the outgoing angle
of sputtered atoms. Results for this are shown in Fig. S6
for the case of 5 keV recoils (7.5 keV gave very similar
results and are not shown). For the recoils in the top
layer, the angular dependence is smooth. However, for
the recoils from 1 nm deep, there is a distinct peak around
35° off-normal for the crystalline surface. This is strongly
indicative of sputtering due to linear collision sequences
in the (111) direction in a BCC metal. The angle between
the (111) and (315) directions is about 29°, and indicated
with the dashed vertical line in the figures. Looking more
closely at the event resulting in W atoms sputtered in
the 29° angle, these linear collision sequences could be
observed for the [315] surface orientation. Two examples
on the energy transfer in this linear collision sequence
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FIG. S7. Two examples of the linear collision sequence leading
to a sputtering event for the [315] surface orientation. The
color coding is according to the kinetic energy of the atoms.

can be seen in Fig. S7. The likely reason that the peak is
at a somewhat higher angle is that after an atom leaves
the surface, interactions with the surface atoms steer the
sputtered particles to slightly higher emission angles.

Hence, to summarize both, the BCA and MD simula-
tions point to linear collision sequences being the main
reason for higher sputtering yields at crystalline surfaces
compared to amorphous ones.

III. EXPERIMENTAL DETAILS
A. Sample preparation and characterization

For obtaining the experimental data, hot rolled poly-
crystalline W samples of the purity of 99.97 wt% (Plansee
SE, Austria) were recrystallized at 2000 K for 30 minutes
under vacuum pressure below 107 mbar, which results in
a typical grain size of 10 ym. The samples were grounded
and electro-polished to achieve flat surfaces with height
differences between the grains of less than 50 nm.

The samples were sputtered with a Ga focused ion
beam (FIB) in an electron scanning microscope (FEI,
Helios Nanolab 600). An electron backscatter diffrac-
tion (EBSD) detector (Oxford Instr., Symmetry) is at-
tached to this microscope for measuring orientation maps
of the sputtered areas. Using one machine reduces sys-
tematical errors, e.g., of mounting the sample under a
certain angle. After the sputter experiment, the post-
characterization includes EBSD, the measurement of the
three dimensional surface profile of the samples using a
confocal laser scanning microscope (CLSM) (Olympus,
LEXT OSL4000), measurement of the Ga intensity with
energy dispersive X-ray spectroscopy (EDX) (Oxford In-
str., Ultim Extreme) and the secondary electron emission
using the Everhart-Thornley detector of the SEM.

B. Secondary electrons

Areas presputtered with a 30 keV Ga ion beam were
scanned again with a 30keV Ga ion beam and an
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FIG. S8. Secondary electron emission versus the sputter yield
is shown. A linear dependency between the sputter yield and
the secondary electron emission.
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FIG. S9. Distribution of the EDX Ga intensity map versus
the crystal orientation after sputtering with a 30 keV Ga ion
beam of a polycrystalline tungsten bulk sample. The EDX
measurements were performed with a 5 keV electron beam.

Everhart-Thornley detector was used to detect the sec-
ondary electron emission in each point. The contrast
data was merged with EBSD data, evaluated and vi-
sualized as an inverse pole figure (IPF). The Everhart-
Thornley detector was not calibrated to the absolute
amount of secondary electrons. Therefore, only the dif-
ferences in the secondary electron emission between many
crystal orientations were evaluated. Since thousands
crystal orientations are evaluated for secondary electron
emission and the sputter yields, both data sets were cor-
related to each other as shown in Fig. S8. The figure
shows a linear dependence between the sputter yield and
the secondary electron emission.

C. EDX of Gallium

After the 30keV Ga ion sputter experiment, the sput-
tered area was investigated with an EDX surface inten-
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FIG. S10. Intensity of Ga from an EDX surface map versus
the sputter yield.
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FIG. S11. Result of the principal component analysis (PCA).
The highest standard derivation (SD) is by rotation angle of
@ = 80° and ¢=2°. The area is marked with a black circle.

sity map. A quantification of these data is inaccurate,
because every crystal orientation influences the penetra-
tion of the electron beam as well as the Ga distribution is
far off being homogeneously distributed over the depth.
Therefore, instead of the Ga content, the intensity map
of the EDX data was used and merged with EBSD data.
Afterwards, the data was evaluated and visualized in an
IPF, which is shown in Fig. S9.

Since thousands of crystal orientations were evaluated
for EDX data and the sputter yields, both data sets were
correlated to each other as shown in Fig. S10. This figure
shows an exponential dependence between the sputter
yield and the gallium intensity of an EDX map.

D. Result of the PCA

Since thousands of single crystal grain sputter yields
were measured, a principal component analysis (PCA)
analysis was performed on the EBSD data. The crystal
lattices were first rotated around the first Euler angle ¢,
second rotated around the second Euler angle ¢ and the
standard derivation (SD) was determined of the sputter
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FIG. S12. Result of the principal component analysis (PCA).
The highest standard derivation (SD) is compared to the im-
pact angles ¢ of 4 different experiments.

yields of the IPF. Only the second rotation is responsible
for the misorientation angle to the surface normal. A
symmetry point is a rotation of +90° or -90° around the
surface normal (first Euler angle ¢). This is visible in
Fig. S11. A rotation of ¢ = 90° and ¢ = 2° is the same
as a rotation of ¢ = -90° and ¢ = -2°. For clarification,
the rotation of ¢ = 90° and ¢ = 2° is in principal a
rotation of 2° around the y axis of the sample coordinate
system. Each of the four experiments were optimized
with PCA and the data was corrected. Afterwards, all
four experimental data sets were combined together. The
correction has a big effect on the result as shown in the
main paper. For the four sputter experiments the highest
SD was found for ¢4, = 0.5°, -1.5°, 2°, -4° and @4z
= -90°, -70°, 80°, 30°.

The correction by ¢ = -4° results from an obvious sam-
ple misalignment noticed after the experiment. The de-
tection of the impact angle ¢ of the ions has an error of
less than 1°, because the correction of the impact angles
¢ was significant and the result is closer to the simula-
tion, which is shown in Fig. 1(e) of the main paper. In
addition, Fig. S12 shows the evaluation to a fixed rota-
tion angle ¢, which includes the highest SD through the
PCA analysis, e.g., in Fig. S11 ¢ = 80°. With a fixed
rotation angle, the impact angle ¢ is plotted against the
SD. If in Fig. S12 one of the four curves is shifted by 1°,
it will be clearly off the others. This also shows that the
impact angle ¢ can be evaluated better than 1° accuracy.

Due to the high sensitivity to the impact angle, the
method is suitable for an ion direction detector.
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