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Abstract

We have investigated the effect of the choice of kinetic energy threshold Tc
for electronic stopping (Se) in molecular dynamics (MD) simulations of collision
cascades. We find that while the choice of Tc has only a negligible effect in low
energy cascades, it has a pronounced effect on the fraction of defects found in
clusters in high energy cascades. In order to gain insight into the level of energy
losses expected in cascades, we have simulated a large number of cascades in
Ni, Pd and Pt, with primary knock-on atom (PKA) energies between 30 eV and
200 keV. Since the energy losses affect the total atomic displacements especially
in high energy cascades, we use this measure to determine a reasonable value of
Tc. By directly comparing the simulated mixing efficiency to ion beam mixing
experiments, we conclude that a threshold of Tc = 1 eV is too low for simulations
of high energy cascades in all materials considered. A value of Tc = 10 eV is
more realistic, although for Pd and Pt, this results in a slight over-prediction of
the mixing efficiency.
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1. Introduction

While primary radiation damage in metals has been studied by molecular
dynamics (MD) simulations for decades [1], growing modern computer capacity
enables increasingly large systems and higher energies to be modelled with this
method [2]. Nevertheless, many aspects of the damage process remain under
question. One of those is the treatment of inelastic energy losses and electron-
phonon coupling during the collision cascade, and the effect of these on the final
damage [3].

As we aim to understand the fundamental processes involved in radiation
damage production, two main factors stand out. The importance for the fusion
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community of understanding neutron damage means that very high primary
knock-on atom (PKA) energies must be considered, ranging up to hundreds of
keV [4], while in contrast the main body of established simulation results mostly
extends up to only tens of keV. The other aspect is the time frame of experi-
ments, which far exceeds that accessible by MD. Direct experimental validation
of cascade simulations is therefore difficult, and comparison to radiation damage
often requires a multi-scale approach [5], where MD simulations provide input
for kinetic Monte Carlo and rate theory models aimed at predicting radiation
damage evolution. Since the morphology of the primary radiation damage is
an important factor in determining the subsequent thermal evolution of defects
[6, 7, 8], correct predictions of the structure of cascade debris is crucial for
understanding the full process of radiation damage.

Collision cascades involve secondary recoils with a wide range of kinetic ener-
gies, in highly nonequilibrium situations from the initial ballistic phase through
the thermalization and finally recrystallization of the heat spike [9]. The main
effect of the coupling between electronic and ionic subsystems during the ballis-
tic phase of the cascade is the electronic stopping Se of energetic recoils, which
is fairly well understood and motivated both experimentally and theoretically
for higher energies (see e.g. [10] and references therein). In contrast, the energy
transfer between the ionic and electronic subsystems in the liquid-like heat spike
of a cascade is the result of a complicated interplay of effects, involving not only
the coupling strength between the two systems, but also properties such as the
electron heat capacity, mean free path and thermal conductivity [11, 12]. These
material properties depend on temperature in a nontrivial way, influenced by
the form of the density of states (DOS) of a given metal [13]. To further com-
plicate the picture, the core of the heat spike is under-dense [9, 14, 15], and the
validity of many theoretical models in this kind of material is uncertain. The
question of the detailed response of the electronic subsystem in an energetic
heat spike is therefore still unclear.

The electronic stopping power can be calculated, e.g., with SRIM [10]. It is
readily incorporated into MD simulations as a frictional force on moving atoms,
but requires the use of a kinetic energy cut-off Tc, below which the friction is not
applied, else all thermal modes are quenched. Furthermore, although the SRIM
stopping power is extrapolated down to zero kinetic energy, recent experiments
and quantum mechanical simulations indicate that electronic stopping may not
be linear wrt. velocity at lower energies (see e.g. [16, 17, 18]). In addition,
this picture of energy losses is not valid at thermal energies, when the ionic and
electronic subsystems are in equilibrium. However, the precise choice of Tc in
simulations is somewhat arbitrary, and values vary in the literature [19, 20, 21,
22].

Although the correct treatment of energy transfer at lower energies is un-
certain, momentum transfer in electron-ion collisions is negligible due to the
large mass difference, so ionic trajectories are hardly perturbed. Therefore, the
coupling between the two subsystems during the thermal phase mainly affects
the rate of cooling of the heat spike. This, in turn, strongly influences the
amount of atomic mixing which takes place as a result of the cascade, since

2



mixing during the thermal spike is an important part of the total atomic mixing
[23]. Although the physics involved in the electronic stopping does not account
for the full energy exchange during the thermal phase, the choice of Se cut-off
directly affects the rate of cooling of the heat spike. Because of this, a suitable
choice of cut-off may be used as a first approximation to compensate for the
lack of a direct treatment of electronic energy losses in the thermal phase of
collision cascades.

In order to seek an optimal Se cut-off, in this article we perform MD sim-
ulations of full collision cascades over a wide range of energies in Ni, Pd and
Pt, and compare the simulated mixing efficiency with ion beam mixing (IBM)
experiments. These elements were chosen because of the availability of reliable
IBM measurements at low temperatures using marker layers. Since the main
contribution to atomic mixing in metals stems from atom motion in the liquid-
like heat spike [23, 14], chemical effects may enhance the mixing efficiency. We
therefore compare to IBM experiments where the effect of diffusion of the tracer
impurity is minimized by using tracer impurities that are chemically and physi-
cally as similar as possible to the matrix element. The total atom displacement
in MD simulations can then be directly compared to the mixing efficiency in
such experiments [24]. From this material selection we can also see the effect of
atomic mass, which affects subcascade break-up and thus also the size of heat
spikes, and through this the rate of cooling and the impact in simulations of the
Se low-energy threshold. Since the duration of the heat spike affects the degree
of mixing which takes place in the cascade, a realistic rate of cooling in the
simulation can be expected to result in a mixing efficiency comparable to the
experimental measurements. The low temperatures (6 and/or 77 K) at which
the experiments were performed excludes the possibility of prolonged duration
of the heat spike due to the ambient temperature.

A detailed analysis of 150 keV cascades in W [25, 26] has shown that the
choice of Tc has a strong effect on defect clustering when varied between 1 and
10 eV. This is due to the presence of recoils with kinetic energies above 10 eV
lasting only during the ballistic phase of the cascades. Thus, with Tc = 10
eV, electronic energy losses cease after this point, while with Tc = 1 eV, the
electronic stopping continues into the thermal phase. On the other hand, only
a marginal effect is seen when Tc varies between 10 and 100 eV, when in all
cases the electronic energy losses cease roughly at the end of the ballistic phase.
The fractal energy landscape of the ballistic phase [25] is expected to be largely
independent of lattice structure. We therefore compare simulations with Tc = 1
eV and Tc = 10 eV also in this work.

2. Methods and analysis

2.1. Cascade simulations

Full collision cascades in Pt, Pd and Ni were simulated using the classical
molecular dynamics code PARCAS [27]. Cascades were performed with PKA
energies ranging from 30 eV up to 200 keV, chosen in random directions. We
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have performed a total of 30 simulations at each energy below 1 keV, 10 simu-
lations for each energy between 1 and 20 keV, and 5 cascades for each energy
above 50 keV. Periodic boundaries were used, with a Berendsen thermostat [28]
applied to the border atoms to remove excess heat and quench pressure waves
emanating from the cascade core. All simulations were performed at an ambient
temperature of 0 K. The cell borders were monitored, and no energetic atoms
with kinetic energy above 10 eV were allowed to pass the periodic boundary,
else the simulation was aborted and restarted with the recoil further away from
the boundary. In this way it was insured that all cascades remained within the
cell, and did not self-interact. For the highest energy cascades, this required the
use of systems of over 13 million atoms.

Embedded atom method (EAM) potentials were used for all three elements.
The potentials for Pt and Pd were modified at distances closer than the nearest
neighbor separation, in order to reproduce the experimental melting points of
the materials [24]. This is necessary since the melting point strongly affects the
duration of the liquid area, and thus also the atomic mixing which takes place
during the cascade [29, 22]. All potentials were smoothly joined to the universal
ZBL repulsive potential [30] at short distances.

No model of electron-phonon coupling [12] was used, but inelastic energy
losses were included through electronic stopping, which was incorporated as a
friction term, and applied to all atoms with kinetic energies above a certain
threshold Tc. The magnitude of the stopping power is given by SRIM [10], and
threshold values of both Tc = 1 eV and Tc = 10 eV were used for each material
at all energies.

Defects were detected using an automated Wigner-Seitz cell method [31].
Clusters were also identified with an automated procedure, where a defect is
defined as belonging to a cluster if it lies within a given cut-off radius to another
defect. In the higher energy cascades many clusters included both vacancies and
interstitials, and in this case the net defect numbers are reported.

In order to identify defects belonging to mixed clusters, the same cut-off
needs to be used for both interstitials and vacancies. Although interstitial pairs
are binding at larger distances than first nearest neighbors (1NN), the clustered
fraction of SIAs was not affected by a cut-off including 1NN or 3NN (third
nearest neighbors). This is due to the fact that the SIA clusters that form
in a cascade are dense, and single SIAs lie well separated from others. The
situation is different for vacancies, which are gathered in the center of a cascade,
but typically fairly sparsely distributed. The clustered fraction of vacancies
is therefore strongly affected by the choice of cut-off radius. Since the 1NN
divacancy is the most stable, and 2NN divacancies may be either binding or
repulsive [32, 33], we have chosen to perform the analysis for all materials using
the 1NN distance criterion.

2.2. Atomic mixing

The mixing efficiency is directly derived from the cascade simulations, using
the same method as in Ref. [24]. Briefly, the incident Kr ions give rise to ener-
getic recoils within the material, creating subcascades which at these energies
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do not significantly overlap [34]. The recoil energy spectrum is calculated for
each experimental ion energy and ion-substrate combination using molecular
dynamics range calculations [35]. The square of the total atom displacements
R2

sim in isolated subcascades of different energies is obtained from the MD sim-
ulations detailed above. We then integrate R2

sim over the whole energy range of
possible recoils, weighted by the primary recoil spectrum n(E) of the Kr beam.
We have fitted the total atom displacement R2

sim from the simulations to the
function

R2(E) = a
Ec+1

bc + Ec
(1)

in order to enable interpolation between the simulated data points. Here, a, b
and c are fitting parameters. The simulated mixing efficiency is then given by

Qsim =

∫ E0

0
R2(E)n(E)dE

6n0EDn

(2)

where E0 is the initial implantation energy, n0 the atomic density and EDn

the nuclear damage energy of the Kr beam as determined from the MD range
calculations.

3. Results

3.1. Morphology of primary damage

The number of surviving defects is unaffected by the choice of Tc in cascades
up to 10 keV, for all materials considered in this study. For PKA energies above
20 keV, small differences appear, with more surviving defects in cascades with
Tc = 10 eV. Overall, the variation of defect numbers increases with increasing
energy, though the largest effect is seen for the heaviest element, Pt. Cascades
with 200 keV PKAs in Pt exhibited huge variations in defect numbers with
Tc = 10 eV, where net defect numbers ranged from 203 to as much as 1328, due
to the occasional formation of very large clusters. The numbers of surviving
defects for all materials are shown in Figure 1.

Defect clustering also becomes sensitive to the electronic energy losses in
the energy range between 10 and 20 keV. The fraction of defects in clusters is
shown in Figure 2. We show here the fraction of SIAs in clusters with more
than three defects, since the effect of Tc is seen specifically in the frequency of
occurrence of larger clusters. For vacancies, the overall clustering is less than
for SIAs, and the effect of Tc is clear for all cluster sizes. We therefore show the
fraction of vacancies in clusters of any size, since this value has better statistics.
Nevertheless, for both types of clusters, the values at the lower end of the energy
spectrum vary strongly. Due to the small overall number of defects in low energy
cascades, the occurrence of a single cluster has a large impact on the clustered
fraction.

Larger clusters are formed in simulations with Tc = 10 eV than with Tc = 1
eV in all materials. With a higher cut-off, the heat spike has a longer time

5



Figure 1: (Color online) Numbers of surviving defects from simulations with different Tc.
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Figure 2: (Color online) The fraction of SIAs found in clusters larger than three, and the
fraction of clustered vacancies (cluster size ≥ 2), from simulations with different Tc.

to thermalize before recrystallizing, providing more time for SIA clusters to
nucleate in the high density region surrounding the liquid core. The slower
recrystallization also allows vacancies to move towards the core before becoming
frozen in the crystal [36], resulting in a larger fraction of both types of defects
in clusters. A compact liquid region thus enhances the formation of larger
clusters, since it takes longer to cool due to the smaller surface to volume ratio.
The largest clusters will therefore begin to form at energies just below the point
of subcascade break-up. The effect of the subcascade threshold between 20 and
50 keV in Ni is seen in the levelling out of the clustered fraction of interstitials.
For the heavier Pt, on the other hand, many cascades are unbroken even at 200
keV, and correspondingly the clustered fraction exhibits a steady rise over the
whole energy interval studied here.

Comparing the cumulative electronic energy losses in 200 keV cascades in Ni
and Pt (Fig. 3), we see that the effect of a lower Se cut-off is more pronounced
in the heavier element Pt. Energy losses reach a maximum earlier in Ni than in
Pt for both values of Tc, indicating that energetic recoils survive for longer in
the denser heat spikes in Pt. The difference is especially clear when Tc = 1 eV,
where the electronic energy losses accumulate in Pt for a full 10 ps.
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Figure 3: (Color online) The cumulative energy lost to electronic stopping in cascades with
different Tc. Energy losses in Pd are qualitatively similar and lie between Ni and Pt; these
are not included, in the interest of clarity.
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3.2. Mixing efficiency

The recoil spectrum in all elements is dominated by low energy recoils (Fig.
4). Despite this, the main contribution to Qsim comes from the high energy
recoils, due to the fact that the total atomic displacement R2 can increase by
almost two orders of magnitude for one order of magnitude increase in the PKA
energy (Fig. 5).

A good fit of the function in Eq. 1 to the lower energy simulation data
was obtained with an exponent c = 0.5. However, because of the importance
of the high-energy end of the spectrum, different exponents were tried in order
to improve the fit to the high-energy cascades. In some cases good fits were
obtained with different values of the exponent, ranging between 0.3 and 0.7.
The variation of Qsim predicted with the different curves is reflected in the
uncertainty of the reported value. In particular, because of the large variation in
200 keV Pt cascades, the predicted total atomic displacement from five cascades
has a relatively large uncertainty, and as a result also the fit to Eq. 1 and the
calculated mixing efficiency has a large uncertainty.

Experimental and simulated mixing efficiencies are given in Table 1. The
simulated mixing efficiency shows a large dependence on the Tc parameter. The
effect in Ni is the smallest, probably due to the lower subcascade threshold for
the lighter Ni, which restricts the size and thus the duration of the melt. For
Ni, Qsim agrees very well with experiment when Tc = 10 eV, while for Pd and
Pt the higher threshold results in an overprediction of the efficiency. However,
in simulations with Tc = 1 eV, Qsim is clearly too low in all three materials.
Figure 5 shows the impact of the choice of Tc on the calculation of Qsim for 1
MeV Kr in Pt.

This indicates that although 1 eV was recommended as the cut-off value in
Ref. [19] based on TDDFT calculations of a hypothetical one-electron metal,
this calculation is not necessarily relevant to real metals. Furthermore, due to
computational limitations, the study only extended up to PKA energies of 1
keV, and does not therefore give a description of the heat spike regime. While
excessive cooling of the heat spike resulting from a low value of Tc strongly
inhibits clustering, only negligible effects are seen on the primary defect popu-
lation for a wide range of higher Tc values [26]. Thus, despite the overprediction
of Q in some cases, a value of Tc ≈ 10 eV is recomended for the Se cut-off in
high energy cascades, to avoid too rapid quenching of the heat spike.
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Figure 4: (Color online) The simulated recoil spectra for the experimental ion energies com-
pared to in this work.
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Figure 5: (Color online) The square of the total atom displacement from simulations in Pt
with different Tc, and the function from Eq. 1 fitted to the data. The plot also shows the
resulting integrated mixing efficiency for 1 MeV Kr in Pt.

Material Beam Qsim (Å5/eV) Qsim (Å5/eV) Qexp (Å5/eV)
Tc = 1 eV Tc = 10 eV

Ni 600 keV Kr 2.9 ± 0.1 4.7 ± 0.1 4.8 ± 0.5a

Ni 650 keV Kr 3.1 ± 0.2 5.1 ± 0.1 5.0 ± 0.7b

Pd 600 keV Kr 6.2 ± 0.2 14 ± 1 8.4 ± 0.8a

Pd 400 keV Kr 6.1 ± 0.2 13.7 ± 0.5 9 ± 1c

Pt 1 MeV Kr 6.1 ± 0.3 20 ± 3 14 ± 2b

Table 1: Simulated and experimental values for the mixing efficiency Q. a Ref. [24] b Ref.
[23] c Ref. [34]
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4. Discussion and conclusions

Many cascade simulations reported in the literature have been performed
without including Se or other electronic effects. The results of these simula-
tions are related to actual radiation damage through the concept of damage
energy, which is the initial energy of the PKA minus the amount of energy lost
in inelastic collisions with electrons. When Se is not included, the initial PKA
energy is effectively equal to the damage energy. In order to relate these sim-
ulations to experimental results, the actual recoil energy can be calculated [3],
e.g. using an approximation to Lindhard’s theory (LSS) which is the basis for
the NRT standard [37] for estimating the level of experimental nuclear energy
deposition. Alternatively, a convenient measure for simulated radiation damage
is the efficiency with respect to the NRT prediction. The NRT formula, which
itself is a function of the damage energy, gives the number of displaced atoms
NNRT as NNRT = 0.8Edam/2Ed, where Edam is the damage energy and Ed is
the material specific threshold displacement energy. Thus any comparison to
experiment hinges critically on the amount of damage energy in a cascade.

However, there are several issues which make use of the damage energy in
this way uncertain. Firstly, there is an inconsistency between the damage energy
calculated by the LSS method, and the defect number production according to
the NRT equation. As Robinson [38] points out, since atoms below 2 Ed do not
contribute to the damage production, the electronic energy losses which stem
from such atoms should not be subtracted from the total damage energy used
in the NRT equation. Secondly, Lindhard’s theory is based on an analysis of
cross sections and energy transfer in energetic binary collisions, and is not valid
at thermal energies. In addition, when energetic recoils become encompassed
in the underdense and highly exited region of a thermal spike, this picture may
cease to be valid already in the energy range considered here for Tc. Finally,
in simulations where the electronic energy losses are taken into account, the
damage energy is directly given from the simulation. However, it then depends
crucially on the Se cut-off, and can vary considerably for different Tc.

Figure 6 shows the damage energy from MD simulations in Pt, Pd and Ni
with different Tc, and for comparison, the damage energy as calculated with
the approximation to Lindhard’s theory given in Ref. [37]. For Pt and Pd,
the calculated damage energy agrees closely with that obtained using Tc = 10
eV, while for Ni the situation is more complicated, with good agreement at
lower energies using Tc = 10 eV, while for the higher energies considered in
this study, the calculated value approaches that obtained using Tc = 1 eV.
The difference in damage energy obtained from simulations with different Tc
is especially pronounced in Pt, due to its higher mass, and thus denser heat
spike and more dominant liquid phase. In general, the heavier the element
(and consequently the more massive the heat spikes), the better agreement is
with LSS when Tc = 10 eV. For all elements, the amount of energy lost to the
electrons when Tc = 1 eV exceeds that given by LSS.

In the absence of a direct treatment of electrons, we seek a solution to
calculating energy losses which indirectly accounts for the possible heating of
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the ionic system by the excited electronic system. Since the LSS calculation only
considers energy transfer from ions to electrons, this should give an approximate
upper bound to the total energy which is dissipated from the cascade area by
the electronic system. Since heating of the ionic system by the electrons, if
it occurs, can be expected to mainly affect the duration of the heat spike, we
reach the same end result by restricting the amount of energy lost to electronic
stopping. Furthermore, adjusting the value of Tc leaves the initial energy losses
during the ballistic phase of the cascade untouched (Fig. 3), since at that point
only high energy recoils exist. Only energy losses during the thermal phase of
the cascade are thus affected, at precisely the time when the electronic system
has acquired energy from the ballistic recoils and may transfer some of that
energy back to the ions.

The defect production efficiency ξ for Pt and Ni is shown in Fig. 7. It is
given by the ratio of the MD predicted number of Frenkel pairs NFP over the
NRT predicted defect numbers NNRT , with Edam determined from the simula-
tions. Below 20 keV ξ turns out to be almost independent of Tc, despite the
large difference in energy losses. Although ξ is only a small fraction due to the
in-cascade recombination, this shows that the dependence of defect numbers
on total available damage energy is rather robust. The efficiency is marginally
higher at intermediate energies when Tc = 1 eV, since the single defects pro-
duced during the ballistic phase of the cascade have less time to recombine
during the rapid cooling of the heat spike. On the other hand, for the highest
energy cascades in Pt, when Tc = 10 eV and the heat spike is allowed to ther-
malize for a longer period, very large clusters are formed. The most massive,
spherical 200 keV cascade produced four large interstitial clusters with up to
500 single SIAs, and a central vacancy cluster with 1300 single vacancies. The
huge SIA clusters bind the defects, thus inhibiting their athermal recombina-
tion. This causes a marked rise in the efficiency not seen for the lighter elements
Ni and Pd, nor when the rate of cooling of the heat spike is faster, with Tc = 1
eV. Since the level of defect clustering is of interest for predictions of long term
radiation damage, a more detailed treatment of the energy transfer processes
during the thermal phase of high energy cascades is needed.

In conclusion, we have studied the effect of electronic energy losses in simu-
lated collision cascades in three fcc metals of varying atomic mass, Ni, Pd and
Pt, using different values for the Se cut-off Tc. Whereas the choice of Tc has
little effect in simulations with PKA energies below 20 keV, the effect on the
morphology of the surviving defects in higher energy cascades is substantial.
Comparison of the simulated mixing efficiency to IBM experiments shows good
agreement for Ni with Tc = 10 eV, while for Pd and Pt, Q is somewhat over-
estimated. However, for all three materials, Q is underestimated in simulations
with Tc = 1 eV, clearly indicate that the quenching of the heat spike in the high
energy cascades is too rapid. Thus a value of Tc ≈ 10 eV is recommended. The
total energy losses to electrons also exceeds the LSS prediction in high energy
cascades when Tc = 1 eV.
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Figure 6: (Color online) The damage energy as derived from simulation, with different Tc,
compared to the damage energy as calculated with the approximation to Lindhard’s theory
described in Ref. [37].
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Figure 7: (Color online) The NRT efficiency for cascades in Pt and Ni, given by the ratio
of the MD predicted number of Frenkel pairs NFP over the NRT predicted defect numbers
NNRT , from simulations with different Tc. The efficiency for Pd lies in the same range as for
Ni; it is not included, in the interest of clarity.
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