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Swift chemical sputtering of amorphous hydrogenated carbon
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lon bombardment of carbon materials is known to cause erosion with energies far below the threshold
energy of physical sputtering, as well as at temperatures below the threshold of thermal desorption. Generally
regarded as chemical sputtering, this effect, and factors contributing to it, are not well understood. We use
classical molecular-dynamics simulations, capable of realistically describing bond formation and breaking, to
study amorphous hydrogenated carbon surfaces under low-energy hydrogen bombardment. We present a swift
chemical sputtering mechanism which can explain the experimentally observed characteristics of erosion by
low-energy ion irradiation. We also show how the difference in the surface hydrogen concentration and carbon
coordination fractions at various temperatures affect the carbon sputtering yield.
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[. INTRODUCTION briefly go through the general properties of amorphous hy-
drogenated carbon, and previous model studies of carbon
The wide range of applications of amorphous hydroge-erosion by high- and low-energy hydrogen bombardment. In
nated carbon 4-C:H) is due to its unique materials Sec. Ill we will describe in detail the molecular-dynamics
characteristic$:? Since the deposition and growth conditions simulation method we employed in this work. The results of
are known to determine the properties of amorphous carbothe simulations will be presented in Secs. IV-VI. The paper
materials® it is imperative to understand the intricate phys-will conclude with Sec. VII, in which we will discuss the
ics and chemistry of interactions between impinging ions andvalidity of our modeling and its implications on the use of
a-C:H surfaces. While there is a large amount of experimenamorphous carbon materials as radiation-resistant material.
tal a-C:H deposition and irradiation data at low Some of the results have been published elsewlierehut
(~0.1-100 eV) energies, the atomic-scale surface prowill be briefly recalled since they are necessary to understand
cesses remain obscure and poorly understood. For instandBg pertinent results in this paper.
carbon erosion froma-C:H by hydrogen bombardment is For different types of erosion we use the following termi-
known to occur under low-energy~(10 eV) conditions nology. If the erosion is due to collisional processes, it is
where the transfer of kinetic energy from the ions by elasticcalled physical sputtering or just sputtering. Erosion by en-
collisions is far too small to lead to significant physical sput-€rgetic particles, due to a mechanism where chemical bonds
tering yields®~® Speculative of some sort of a bond-breakingand their breaking play a crucial role, is called chemical
process, this low-energy erosion regime is often called ionsputtering? If the sputtering occurs by a particle breaking a
assisted chemical sputtering. On the other hand, the ion eghemical bond, but does not involve a chemical reaction, we
ergies are too large for a description of the process as @all the process “swift chemical sputtering.” Furthermore, a
conventional etching-type chemical reaction. This conclufrocess is called chemically enhanced or reduced if the sput-
sion is supported by the observed isotope effeatthe ero-  tering yield is affected by changes in the substrate material
sion yield, which indicates that a kinetic effect must becomposition. Our definitions follow those in Ref. 12, except
present in these interactions. that we introduced the term swift chemical sputtering to de-
Standard sputtering models describing the erosion of malote a special type of chemical sputtering.
terials assume that the sample composition remains constant
during the bombardment. This, in turn, implies that the ero-
sion yield is independent of the ion flux. However, recent Il. BACKGROUND
high-ion-flux experimenfswith fusion devices have shown
that a flux dependence of the sputtering yield at very high
fluxes (138-10% ions/cnt s) exists. In these cases the ero-  During the last decades, the interest in amorphous hydro-
sion of carbon-based materials under hydrogen ion and negenated carbon materials has been rapidly growing. They
tral hydrogen bombardment has been shown to decrease lopmbine properties of hydrocarbon polymers and pure car-
an order of magnitude as the flux is increased. Since thbon structuregsdiamond and graphijeresulting in hard and
experimental means to study atomic-scale phenomena adhemically inert compounds with high cohesive energies and
pushed to the extreme at low-energy and high-flux condigood thermal conductivity, as well as optical transparency
tions, theoretical studies are called for to provide insight intowindows in the visible and infrared regioh$ These proper-
surface interactions of hydrogen ions impinging on carborties have given rise to the use afC:H as a corrosion and
surfaces. friction resistant coating in various applications, such as
This paper is organized as follows. In Sec. Il we will magnetic and optical recording disks.

A. Amorphous hydrogenated carbon
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One of the most challenging applications, both scientifi-computational point of view, a good force model, which re-
cally and technically, is the use of carbon-based coatings asalistically describes the structure and energetica-@f:H, is
protective surface for the first wall structures in tokamakrequired. Also, in order to make it possible to model a large
fusion devices. Due to the low atomic number of carbonhumber of atoms, the force model should not be too compu-
atoms sputtered from carbon-based first wall structures leaktionally demanding.
to much lowerbremsstrahlungand recombination radiation
in the plasma than those sputtered from highezlements. B. Model studies for carbon erosion froma-C:H
Hydrogen, on the other hand, is already present in the Carb ion f CH lei I id-
plasma, and hence it does not compromise the effective arbon €rosion from ag-.:t1 Sampie IS usuaily consi

atomic number of the plasma and contaminate it. Howeverered to take place either as thermal desorption or physical

two major drawbacks to the use of carbon as a first Wa|§putte.ri.ng. Th? thermal desorption of a sample requires anly
material are the relatively high erosion yield compared With® sufficiently high temperature for the surface atom bonds to

high-Z materials, for example tungsten and molybdenumbreak' Although not energetic enough to directly kick atoms

leading to low lifetimes for the plasma-facing componentsfrom their lattice sites, thermal ion irradiation can further

and the harmful tritium retention in the wall structures. Un—Increase the desorption rate of the sample by changing the

derstanding the reactions taking place at the surface of gondmg structurdvia adsorption or abstractigrto a less

fusion plasma-facing material under high-flux bombardmenfnhert corr\]ﬁgurr]anon. IQo.mprehena}/eh StUd'FS by. Hmﬁcral.
by hydrogen and plasma impurities, and the development ared that the rate limiting step of thermal erosion of carbon

; e . . from a-C:H is the breaking of G-CH; bonds?® The activa-
optimal plasma-facing materials, are of the utmost impor tion energy of this process is a 0.4-eV-wide Gaussian distri-

;ir:gfsfor the development of commercially viable fusion "®pution with a mean value of 2.4 eV. The activation energy
: seems to be very low compared to a typicaHCH; bond

Pure carbon materials, such as carbon fiber composit ergy(3.7 eV) in hydrocarbons. However, the release of
and graphites, become amorphous and hydrogenated ve gyts. in Ny - However, .
ethane is connected to the energy gain of the entire carbon-

quickly under bombardment by hydrogen ions and neutra 5 -
atoms. Energetic hydrogen ions and neutral atoms impingin arbon network energy d_ue to tlsp’—sp? transition that
kes place upon the radical release.

on graphite layer planes cause bridging and bending of th Thermal hydrogen irradiation of pure carbon @iC:H

layer planes over each othErand the formation of largep® ;
clusters between the planes. However, since the structure IIPSads to the bonding of H to the surface carbon atoms. In the

highly disordered, no exact geometric configuration can bgasg_ ?.f pkL)lre carbotn, _aﬁés_lg?lgltaneoltljs |rrac_j|a(tj|qn o(rj pre-
given fora-C:H, and the material must be characterized in!fa ;%Oge ybﬁﬂzrﬁe I(s:'tlgs forIst’hL:aSqr?cngr?l?u”t?]erI;glr .g;s
another way. Three of the most important characteristics of.. produ Ing s ! ing lons.

bon favors structures with threefold- or fourfold-
an a-C:H sample are the hydrogen content, thg’/sp? Ince car . : :
bonding ratio, and the density of the sample. High_densitycoordmated carbon sites, it seems plausible that hydrogen

high Sp3’ and low hydrogen concentratidap to 30 at. % atoms implanted int@-C:H bond to carbon atoms with co-

hydrocarbon films are generally referred to as diamondlikeord'nat'ons o§3 or less. Thus the hydrogenation increases the
mount ofsp>-bonded carbon atoms,

carbon films or hard-C:H, whereas low-density and high a
hydrogen concentration~50-70 at.%)a-C:H films are
usually referred to as polymers or s@tC:H. Laboratory
experiments for graphites exposed to keV' Heams have and also increases the thermal desorption of the sample.
revealed that the hydrogenation of carbon structures saturates Horn et al. presented a reaction scheme to explain the
to a H/C ratio of about 0.4 at 300 (Refs. 14 and 165 which  erosion of carbon from C:H films by thermal hydrog@n.
decreases at higher temperature¥ For polymers the H/C  Based on reactions they discovered in previous stfdiés,
ratio can be as high as 1.0. The stationary ratio of hydrogethe scheme was explained to describe carbon erosion taking
nation depends on the rates of hydrogen bonding to carboplace via a—C—CH; bond split-off. The reason for this
vs hydrogen extraction via-GH bond breaking and fifor-  split-off is the relaxation of a neighboring intermediatp®
mation by impinging ions, as well as thermal desorption, at aarbon center. First, hydrogenation of st hybridized car-
given flux and sample temperature. Thermal decompositiobon center takes place due to the thermal H flux, leading to
of a-C:H films results in an increased fractionsyi*>-bonded neighboring C—C network reconfiguration:
carbon, as the weakep® bonds are more easily broken with
increasing thermal energy. Cspp—Cspet H— Cop—Cy 3. 2

The properties ofa-C:H are highly dependent on the
deposition and growth conditions. It is clear that understand- Provided a methyl radical is bonded to thg?-hybridized
ing the fundamental factors contributing to the microstruc-carbon center, the relaxation transition froep* to sp?
ture, as well as the chemical and physical surface reactionsould lead to the release of the surface methyl radical. The
taking place during the fabrication, is crucial if certain film activation energy given by Horret al. for this reaction
properties are to be met. While a number of quantumscheme was 1.6 eV, which is in good agreement with previ-
mechanical studies on the structure afC:H have been ous experimental studié8.Since one of the factors contrib-
conducted,*°the surface reactions taking place under low-uting strongly to the reaction scheme is the impinging hydro-
energy ion irradiation still remain poorly understood. From agen flux, the results indicate that the temperature range
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where the erosion by thermal ions takes place will shift tocated a kinetic mechanism. The exact details of this mecha-
higher temperatures at higher flux8sAlthough the authors nism were not understood, but it was assumed to be an anal-
correctly stated that they did not include in their model allogy of physical sputtering with a threshold energy close to
reactions which can take place at C:H surfaces, the modehe surface Ckispecies binding energies. Since the concen-
did well reproduce the experimentally observed carbon detration of sp>-bonded carbon sites would decrease with in-
sorption yields by thermal ions, as well as the transition fromcreasing temperature, the kinetic hydrocarbon emission yield
sp® dominance tesp” dominance in C:H films. was also expected to decrease. Since at the time there were

In the low-energy regime sputtering has been observed tg data available for carbon erosion at energies below 10 eV,
take place under conditions where the transfer of kinetic ene model could only give extrapolations to this energy

ergy by elastic collisions to sample atoms is far too low to,5qe.
lead to appreciable physical sputtering yields. For instance,

. It was observed experimentally that the peak temperature
erosion of carbon atoms and small molecules from hydrocarg, . .o .hon erosion increases with hydrogen flux up to a lim-
bon surfaces by~10-eV hydrogen ions and neutrals is

known to occur at yields orders of magnitude higher thanItlng value of ~950 K (Refs. 35 and 36 The authors pro-

expected for physical sputterifig® The low-energy erosion poseq _tha_t at temperatures above 900 K annea!lng and
regime is frequently assumed to be due to some sort of boné}’—r""ph't'z"’ltlon would suppress the methane production, and
breaking mechanism. There have been modéfgnd ex- thus the carbon yield would consequently decrease at higher
perimental attemp?$* to determine a threshold energy for fluxes. However, this does not explain why carbon erosion
this effect. but none has been found for ion energieé"’omd decrease at room temperature with increasing flux,
=10 eV. A true understanding of how the sputtering actu-Vhich has been the case in experiméusnducted with the

ally occurs, as well as of the factors contributing to it, hasASDEX Upgrade tokamak device.
been missing. A further attempt was made by Medht al. to develop a

Physical sputtering and sputtering caused by e|ectroni§elf-c9nsistent mod# that takes into account thg processes
excitation are generally considered as the only types of ergdescribed above as well as some new ones, including the

sion directly?® caused by the bombarding ioffs®! In the  breaking of G=C double bonds by energetic hydrogen, and
present case, we do not consider it meaningful to considegonsequently producingp® andsp* carbon sites. The best
the processes as electronic sputtering, as the electronic stofiis presented by the authors show an excellent agreement
ping power is not a well-defined concept forl0-eV ions.  with experimental results, except at energies bete2b eV
Furthermore, although the bond-breaking processes founaind at temperatures higher thar800 K. The authors con-
here are somewhat similar to some processes believed to lbtuded that there might be an additional low-energy process
induced by electronic excitations during electronic which is not included in the model. The kinetic ejection of
sputtering?® we discuss our results in terms of elastic colli- the surface methyl groups was predicted to peak at energies
sions and chemical reactions, as is commonly done in thpetween 30 and 50 eV by the model, and was concluded to
field. ) be the dominant erosion mechanism at room temperature.
Based on previous analytic models, Roth and Garcl  Finally, various mechanisms of low-energy chemical
Rosales developed an analytical expression for the chemicapyttering have previously been studied by molecular dy-

erosion of carbon by hydrogefriThe goal was to present a8 pamics. Garrison and co-workers examined the sputtering
model which would allow extrapolation of carbon erosion to 5,4 etching of silicon by fluorine and chlorine, giving de-

the fluxes and energies relevant for fusion device diVertogy;iaq gescriptions of the chemistry involved in the etching
operation. The model describes physical sputtering anﬁocesse%?‘” They described in detail a mechanism of

chem_lcal erosion by high- and thermal-energy herogen, "Cchemical sputtering where an incoming F atom erodes an
spectively, as well as enhancement of the chemical erosion : : - L
due to formation of active sites for hydrogen bonding by theunsaturated Sifspecies from a silicon surface. The incident

high-energy ions. The model also includes a factor whicHtom !nterac'Fs with th? F atoms bo.nded to the Si atom,
takes into account the “kinetic emission of weakly boundch@nging their geometrical configuration from sp’ tetra-

sp® CH, species on the surface,” namely, a chemical Sput_hedral configuration tq a more'plalnar form. The erosion fol-
tering mechanism. This was included since it had been welPWs from a nucleophilic substitution of the Si atom, where
established that carbon erosion under low-energy hydrogeponding to the incoming F atom leads to a stretching and
irradiation took place at temperatures below the threshol@ventually a breaking of the SiSi bond that binds the SiF
temperature of 400 K of the model of Hoet al. Further-  radical to the surface. Studies by Barone and Grfévésn
more, while Hornet al’s model did predict experimentally silicon sputtering by fluorine and chlorine by argon showed
observed methane vyields for thermal ion irradiation, it didthat a change of the surface composition at high fluxes can
not give a satisfying explanation for the observed yields ofaffect the sputtering yield.
larger hydrocarbons, as there is no damage production To conclude this brief review of work in the field, we
mechanism to give rise to these hydrocarbon chains danglingish to emphasize that several authors found that chemical
at the surface. This indicates that the model cannot be apputtering mechanisms of carbon are not well understood.
plied for the case of1-eV ion bombardment. Analytical models assume an effect that is present at very
The erosion yields of the unknown surface erosionlow energies and at temperatures below the threshold tem-
mechanism also showed a clear isotope effect, which indiperature of thermal desorption. Although previous
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occurred faster. Hydrocarbon species that were no longer

‘ ng bound to the bulk left the sample surface, along with any
hydrogen atoms bonded to them.

Analysis of the energetics of this process showed that

f

c) during the bond-breaking process the carbon-carbon poten-

© b)
\% \% l&& tial energy is increased approximately by 4 eV, which is
% % comparable to typical carbon-carbep® andsp? bond en-

/ o © ergies of 3.7 and 4.9 eV, respectively. Since the breaking of
a carbon bond will lead to a reconfiguration of the neighbor-
d) e) '/ f) ing carbon bonds, the energy needed to break the bond is

likely to be somewhat lower than the bond strengths, as in
FIG. 1. lllustration of a GT, radical erosion. The eroded spe- the case of thermal desorption discussed earlier.
cies are determined by the length of the hydrocarbon chain above gjmulations using cells with varying surface structures
the broken G-C bond. In this particular case the idoircled  showed considerable differences in the amount of eroded
impacts on the upper carbon atom forming the bond, and very effizahon . Since the requirement for carbon erosion to occur is
ciently enhances the bond breaking. the breaking of all the &-C bonds binding an atom to the

lecular-d . imulati d hemi ?‘bl]ulk, the probability for an atom to erode by the swift
molecular-dynamics simulations presented some chemical o hanism is determined by the number of carbon bonds the

sputtering mechanisms, these are not, however, applicable Nom has. A carbon atom with only one or twe-G bonds

this case. erodes more easily than one with several-C bonds. As
the ions have very low energies and a single bond-breaking
) . ) process consumes an energy of severalig\addition to the

In an earlier study we investigated the low-energy sputenergy lost in collisions with the surface atomsarbon at-
tering of a-C:H under low-energy hydrogen bombardmentoms with multiple bonds are not likely to erode by several,
using molecular-dynamics computer simulatidhsThe  consecutive bond-breaking processes.
simulation method was similar to the one used in this paper, Thys, in most of the cases the carbon erosion was due to
and will be presented in Sec. Ill. We observed carbon eroy single G—C bond rupture, and the determining factor for
sion to take place in our simulations very quickly the nature of the eroded hydrocarbon species was the depth
(~100-500 fs). Since the incident ion energies were Nobf the broken carbon-carbon bond. The dangling carbon
large enough to cause physical sputtering, a chemical effe¢hain at the surface, above the broken bond, was no longer
was expected. A thorough study of tens of bombardmengoynd to the bulk, and was eroded by the kinetic energy
events leading to carbon erosion showed a mechanism whigfansferred in the bond-breaking process. It should also be
we callswift chemical sputteringsince the process is chemi- mentioned that the incident ion did not always bond to the
cal in nature but takes place rapidly. While the carbon erogroded hydrocarbon after the bond-breaking process, but

sion took place during the first 500 fs or so, the actuahyoyld sometimes bond to the surface carbon instead.
carbon-carbon bond breaking that eventually led to the ero-

sion, could occur only a few tens of femtoseconds after the
start of the simulation.

Since hydrogen is monovalent, it is the breaking of the
C—C bonds that leads to carbon erosion from the sample. In molecular dynamic§MD) simulations the movement
The chemical sputtering mechanism in our simulations wa®f particles (e.g., atoms, molecules, and nanoclustess
the breaking of those bonds by the impinging i¢fig. 1). simulated by deriving the force affecting the particles from
The fast ions attacked the region between two bonded carb@ome classical potential energy function, and numerically
atoms. As the distance between the carbon atoms and tl®lving the equations of motion. This procedure is repeated
hydrogen atom at that point was less than 0.75 A, the repulin consecutive time steps. The choice for the length of these
sive part of the hydrogen-carbon potential energy functiortime steps in MD simulations is very important. Longer time
gave a significant increase to the potential energy of the casteps can lead to an unphysical behavior of the system, such
bon atoms forming the bond. It is this increase that made thas a spontaneous cooling or heating of the simulation cell,
bond breaking possible. The carbon atoms were pushed apadused by too abrupt changes of the atom positions. Shorter
very quickly from each other, and the carbon network did notime steps, on the other hand, give a more realistic descrip-
have time to relax to a new equilibrium bonding configura-tion of the system, but make the modeling of lengthier pro-
tion. The repulsion eventually led to terminal separation, theecesses harder. Since the length of the time steps is usually of
distance of the two carbon atoms being larger than the 2.0-Ahe order of~0.01-1 fs, the modeled processes are limited
carbon-carbon cutoff radius of the Brenner potential, and théo a few hundred nanoseconds.
carbon-carbon bond was broken. The-C separation could If the maximum velocity max() of the atoms changes
be further enhanced by collisions between the incident iorsignificantly in time, it is possible to use a time-dependent
and the carbon atoms taking part in the bond-breaking pralength of the time step to speed up the simulation runs. For
cess. In those cases momentum was transferred from the i@ach new time step the length of the time stept,, is cal-
to the bulk carbon network atoms, and the-C separation culated fronf?

C. Carbon-carbon bond-breaking mechanism

I1l. MOLECULAR-DYNAMICS SIMULATION METHOD
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K, E, tests was done before starting the actual simulation runs.
St,=min max ) E 0 1.6t 4, (3 Since there is no single, uniqweC:H phase, there is also
Un-1) Fiv not a well-defined set of experimental microstructure data

where maxg,_,) is the maximum velocity of the atoms in which could be used directly to test the applicability of the
n— . i

the cell, calculated for the previous time step, &pds the ~ Potential. Thus we chose to compareC:H structures pro-

maximum displacement of a single atom per time step and iduced by the Brenner potential with quantum-mechanical

usually of the order of 0.1 A. In the next term the cons@nt calculations. Gallet al. studied the microstructure @fC:H

is approximately 300 eVF, is the total interatomic force With computer simulations based on density-functional
affecting the atoni, andv( the velocity of that particular tN€0ry-~ An excellent agreement with experimentally mea-
atom. sured fractions for threefold- and fourfold-coordinated car-

The modeling in this paper was conducted with thePon centers was observed at a fixed density and hydrogen

HCPARCAS simulation code developed by Nordlund at the content. _ _ _
Accelerator Laboratory. The equations of motion are solved W€ created a bulk cell with properties matching the
using a fifth-order Gear algorithi,which is a predictor- quantum-mechanical MD pell as closely as pos_3|ble..Ourte.st
corrector-type algorithrfi® The temperature and pressure areceII was manufactured with the method described in detail

controlled in our simulations by using the scaling methods of®/oW (Sec. Il B). The number of atoms in our cell was
Berendseret al increased to 500 from 76 used in the quantum-mechanical

MD cell. However, preparing the cell from a totally arbitrary
initial configuration, by letting the potential-energy function
used to find the minimum-energy structure, is a very delicate
For the potential-energy function in the modeling we process. Thus the best correspondence we could obtain for a
chose the empirical Brenner-Beardmore hydrocarborecell with a hydrogen content of 16 at.% was a density of
potential*®*#’ which is based on Abell-Tersoff formalism for ~2.7 g/cnf, a bit higher than in thab initio calculations.
covalent bonding®#° Although the preceding Tersoff-type The obtained fractions for the threefold- and fourfold-
potentials reproduce a number of essential properties of dieoordinated carbon sites were 40% and 55%, in comparison
atomic and solid-state structures for carBBOrt silicon®  with 55% and 41% reported by Gadt al, respectively. A
and germanium? problems with hydrocarbons arise for con- small number of twofold-coordinated carbon sites was also
jugated bonding and radical binding, for which the potentialobserved. As the increase in density with keeping the H/C
gives bonding energies that are too high. These issues aratio constant should result in a higher fraction of fourfold-
clearly extremely important when studying the interactionscoordinated carbon sites, the obtained fractions were reason-
taking place at-C:H surfaces, where the nature of the C:H able. Quantum-mechanical structure calculations by Frauen-
bonding structure is heterogenous. heimet al’ also showed quantitatively similar tendencies.
Brenner modified the standard Tersoff potential by intro- We calculated carbon-carbon, carbon-hydrogen, and
ducing a highly parametrized bond-order function. The pahydrogen-hydrogen radial distribution functiofRDF’s) for
rameters were fit using a large number of experimental dataur test cell which showed a reasonable agreement with the
on carbon and simple hydrocarbon molecules. The bondguantum-mechanical simulations, as can be seen in Fig. 2.
order function essentially takes nonlocal effects into considSince the method of normalization of the radial distribution
eration, and correctly determines the conjugation state of cafunctions submitted by Galkt al. was not known to us, an
bon bonding configurations. Two parameter sets wer@xact comparison between the heights and widths of the
originally published. The first parameter set gives a bettepeaks cannot be made.
description of carbon-carbon bond lengths, while the second In the carbon-carbon RDFRg¢) the first two peaks cor-
one produces more accurate values for stretching force comesponding to the first- and second-neighbor distances appear
stants. Since we wanted to simulate hydrogen ion impacts oat about the same distancéks5 and 2.5 A in both radial
sample atoms, causing abrupt momentum transfers, we chodestribution functions. In the carbon-hydrogen RDF the first
the second parameter set. Beardmore and Smith later corpeak is at 1.1 A, which compares well with the calculated
bined the formulations of Tersoff (Si—C), Brenner length of a G—H bond in simple hydrocarbons. A less in-
(C—H), and Murty and Atwatéf (Si—H) to a hybrid po- tense second peak is at 2.2 A in both pair correlation func-
tential for Si—C—H systems’ tions, but a smaller peak preceding that one is also seen at
The Brenner potential has a reasonably realistic descripabout 1.8 A in our radial distribution function. The following
tion of pure carbon and hydrocarbon molecule structures, aseaks in theab initio RDF were not observed in our simula-
well as the chemistry involvetbond forming and breaking tions, and are likely statistical fluctuations caused by the
while not being computationally too intensive. Hence it hassmall number of hydrogen atoms in thb initio cell. In our
been used for various studies of carbon and hydrocarbohydrogen-hydrogen RDF there is a peak at about 0.75 A
interactions!’*4-°® The model does not incorporate elec- which is due to hydrogen dimers that were not observed in
tronic stopping, but in the energy range {—35 eV) of this  the MD cell used by Gallet al. However, at higher tempera-
investigation it is not clear how the electronic stoppingtures H dimers would most likely outgas from the sample or
should be treated. fracture due to C-H bonding. The number of hydrogen atoms
In order to find out whether the Brenner potential wasin the quantum-mechanical cell was in our opinion very
suitable for simulatinga-C:H bombardment, a number of small (12 atom$ for any quantitative comparison of the hy-

A. Brenner-Beardmore empirical potential
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5.0 tics. All hydrogen isotopegH, D, and T) were used in the
a0l % N p— ab initio | simulation cells and as impinging ions.
a0k i — Brenner | ] A random cell was created by first placing a number of
- . carbon and hydrogen atoms at random in the cell, but setting
20 ] a minimum distance between the atoms, corresponding ap-
1.0} proximately to the bond lengths between the elements in
i question, namely 1.5 A for a-©C bond and 1.1 A for a
a0l % C—H bond®® For most of the cells we chose a H/C ratio of
- 0.4 in the cell to match the experimentally observed satura-
sor tion value at 300 K(Refs. 14 and 16 However, simulation
& 20f cells with different H/C ratios corresponding to the experi-
C Lol mental saturation values at different temperatures were also
r manufactured in order to study the temperature dependence
- O . of the carbon erosion mechanisms.
40r ] Periodic boundaries were applied in they, andz direc-
3.0 . tions, and atom movement in the random cell was simulated
20| | at temperatures between 4000 and 6000 K. After 5-10 ps the
1ol N temperature was slowly (1 K/s) quenched, letting the
L b - structure find a possible lowest-energy configuration as the
°-°0 1 * 2 3 P temperature approached 0 K. This procedure was repeated

until a clear minimum was found. A few more runs at lower
(1000-3000 K temperatures were done in order to over-
FIG. 2. Carbon-carbon, carbon-hydrogen, and hydrogencOme possible potential barriers toward even a lower-energy
hydrogen radial distribution functionéRDF) of the quantum-  Structure, until the potential energy no longer decreased.
mechanical simulations and the Brenner potential test simulations The cell was then put under a very high constant pressure
of ~10-1000 kbar for several picoseconds in order to
drogen distribution @y,4) in the cells. The large statistical achieve the desiredp? and sp® bonding fractions for the
uncertainties were also noted by the authors. Though incorearbon atoms. The cell was then relaxed at zero pressure to
venient, this was of no large importance to us, as the maiform a stable cell again. It should be noted that there is no
goal of these tests was to study the structure of the skeletapecific physical motivation for this particular method, but it
carbon network. o gives a fairly good control over the atom coordinations. This
In simulations employing different pressure and temperafina| simulation phase, however, was not necessary for all the
ture processing conditions, the cell propertipstential en- g hstrate cells, since picking reasonable initial values for the
ergies, densities, and atom coordinatjoatso behaved as cell parameters, along with standard relaxation described

expected on ihe basis of expgrlm_ental data. The tests .'ndEbove, resulted in many cases in satisfactory cell properties.
cated that the Brenner potential gives a reasonably reliable In order to form a surface, periodic boundary conditions

description ofa-C:H, and was considered to be suitable for ere removed in the direction. and the atoms within a
simulations of ion bombardment. It should be mentioned thal" A ’ : :

studies by Nordluncet al®* and Jaer and Alb& showed distance of 2. from the bottom were held f|xed.. This was
that the Tersoff-Brenner-type potentials ot give a good ~N€C€sSsary, since we WanFed to S|mglat€:H bulk |n.st.ead
description of carbon phase transitions with the original po2f @ thin film. Although this method is necessary, it is also
tential cutoffs. Larger cutoffs, on the other hand, remove thi'€arly nonphysical. However, since there are no large cas-
problem. This modification, however, is not important in the ¢ades in low-energy bombardment such as that in the present

present case, since there are no carbon phase transitionstPrk, very strong interac_ti_ons never reach the fixed atoms.
our modeling. Finally, the cell was equilibrated in a thermal heat bath at

. . 300 K for 50 ps after the opening of the surface, to remove
B. Simulation cells any artificially broken bonds. During the equilibration a few

Manufacturing ana-C:H cell suitable for the hydrogen atoms(mostly hydrogenleft the cell surfaces and were dis-
bombardment simulations consisted of four different phaseszarded from further simulations. Our simulation cell densi-
(1) creating a random cel(2) annealing the cell in order to ties were approximately 2.4 g/émwith threefold- and
find a stable structuré3) obtaining the desired carbon coor- fourfold-coordinated carbon site fractions of 60—70% and
dination fractions, and4) creating a stable surface. In the 25-40 %, respectively. A small number of onefold- and
first simulations we used-C:H cells having roughly the size twofold-coordinated carbon sites were also seen at the sur-
of a 15x 15x 15-A3 cube and consisting of 500 atoms. Cells faces. These properties are in good agreement with the
of this size were adequately large for low-enerd¥,(s density-functional calculations by Frauenhestral,!’ where
<10 eV) hydrogen bombardment, but later we also usedhe density and the fraction of fourfold-coordinated carbon
larger cells consisting of up to 2000 atoms for higher-energysites for the most stableulk cell with a hydrogen concen-
cumulative simulation runs and in order to gain better statistration of 33 at. % were 2.4 g/chand 41%, respectively.

Interatomic distance r (A)
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C. Hydrogen ion bombardment 200

Classical MD simulations cannot account for charge
states of atoms. In the remainder of this paper we shall, how- 150
ever, use the term “ion” to denote the incoming atom re-
gardless of its charge state, in order to make the following
discussion easier to follow.

Simulating hydrogen bombardment was initiated by cre-
ating an ion outside aa-C:H cell, roughy 2 A above the top SO W oyt
surface atoms. Since the carbon-hydrogen cutoff radius of
the Brenner potential is 1.8 A, there was no interaction be- 0
tween the incident ion and the atoms of the cell at the start of 0 1000 2000 3000 4000
the simulation. The incident ion energy was either selected Number of incident H

randomly from the Maxwell-Boltzmann energy distribution FIG. 3. Number of hydrogen atoné, in the cell in addition to
for a rms energy(1 or 10 eV, or kept constant for each ihe initial value at the start of the simulations for two cumulative

incident ion. The incident ion was assigned a velocity towarcthydrogen bombardment simulation runs. The fluctuations in the
the surface, with a steep random off-normal angle betweeAumber of extra H in the cell were stronger for thg,=10 eV

0° and 20° and a random twist angle. The temperature wasombardment, where significant carbon erosion was also observed.
scaled to the selected substrate temperature within 2 A from

I
Z 100 — Ems=10eV
Erms=1 eV

st
,,,,,,,, bt A gt T

the borders in order to keep the substrate temperature con- IV. RESULTS OF THE CUMULATIVE
stant, and to embed the energy brought into the cell by the SIMULATION RUNS
impinging ion.

An impact on the surface too close to the cell borders A. Erms=1 eV bombardment

could create unwanted artificial effects across the borders. The effects of high fluences on the surface structure and

Thus the center of the surface was always selected as th@rhon erosion yield were studied with cumulative simula-
point of impact, and the cell was shifted a random distance ifions. The high rate of ionH, =1 eV) incidence led to a
the x andy directions for each incident ion. This way the gyong hydrogen buildup on the cell surface during the first

whole surface could be used as a target for the bombardmen{q incident ions; see Fig. 3. Between 500 and 1000 incident

Typical simulation runs consisted of 1000—6000 ion impacts_ionS the hydrogen buildup slowed down, indicatingumer-

The impacts leading to sample erosion were later analyzed 'Baturationof the hydrogen content in the cell. By supersatu-

detail. ration we mean here that the H/C ratio maintained by the

runvsv'itﬁ)r?wrljloaftrir\]/ ig;évr?owglj?ni?sivo;bggbg:]dgﬁnbtosr'nrgglr%t_'orhigh-flux H bombardment clearly exceeded the experimen-
: yarog tally measured maximum H/C saturation ratio of 0.4 in bulk

ment ofa-C:H surfaces. In the cumulative runs an ion was _C:H. After 2000 ion impacts the hydrogen content in the
shot on the surface and the cascade development was fql-

. N - tcell increased only very slightly. Since the surface of the cell
lowed for 2—3 ps, depending on the kinetic energy of the 10N+ the time was already highly coated with hydrogeee

e e ey e oot . 8, N N1eaSe e dle [0 coger-ycogen repice-
) 9 o . 9 ment collisions of impinging ions driving hydrogen atoms
ion on the surface the approximate location of the cell sur- ; ; )
: L into unsaturated regions deeper in #1€:H cell. No carbon

face produced by the impact was calculated. The initial po-. . ; . :

" : it . erosion was observed in these simulation runs.
sition of an ion was then modified so that the distance be-
tween the sample surface and the ion would be greater than
the cutoff radius. The time interval between two consequent
incident ions was long enough for the scaling at the borders
to decrease the cell temperature back to the desired constant
value, which in the case of cumulative bombardment was
300 K for all the simulation runs. The incident ion energy
was chosen from the Maxwell-Boltzmann energy distribu-
tion.

In the noncumulative runs the same initial cell was used
for each incident ion. The target cell was either a virgin
(unsaturateda-C:H cell, or a supersaturatégee belowcell
produced in the cumulative runs. In these runs the cascade . 4. Simulation cell surface seen from above at the start of

development was also followed for 2—3 ps. As well as run-he 1.ev hydrogen bombardmefs) and after 6000 incident ions

ning simulations where the incident ion energy was selectegh). The dark spheres represent hydrogen atoms, and the light
from the Maxwell-Boltzmann energy distribution, we studied spheres represent carbon atoms. The supersaturated hydrogen coat-
the energy dependence of carbon erosion by running a serigsy leading to a decreased H-carbon-carbon bond collision cross
of simulations in which the kinetic energy was kept constantection can be clearly seen. The atom sphere radii in the pictures are
for each incident ion. arbitrary.

195415-7



E. SALONEN, K. NORDLUND, J. KEINONEN, AND C. H. WU PHYSICAL REVIEW B3 195415

4.0 2.5
) M 1eV,Start | ]| 2ol M 10eV,Start | |
30} O 1eV,End | - : O 10ev, End
:g 25| 1 g 15} i
e e
o 20 o
T 15} J T 10 ‘ 4
10| b :
¢ 0.5 ‘ e
il i ‘ Lol b b
0.0 n I N I 0.0 I I I i 6
-2 -1 0 1 2 3 4 5 -2 0 2 4 6 8 10 12
Depth (A) Depth (A)
FIG. 5. H/C ratio near the simulation cell surface beféisack FIG. 6. As in Fig. 5, but for 10-eV ions.
barg and after(grey bar$ 1-eV cumulative bombardment. The ini-
tial cell surface is at 0.0 A, the negative direction in the graph V. RESULTS OF THE NONCUMULATIVE

being outward from the bulk. The increased hydrogen concentration
on the cell surfaces can be clearly seen. The high H/C ratio above
the surfaceat —1.0 A) is naturally due to the H-C bonding ge-  We studied the effects of the hydrogen concentration at

ometry of the carbon chains bound to the surfaces. the surface, incident ion energy, and the substrate tempera-

ture on the carbon erosion from the cell with noncumulative

. Foran unsaturated surface the dominant hydrogen-surfacgmation runs. All of the three cases were studied indepen-
interaction process was ion reflection from the surface. HOW’dentIy of each other.

ever, sputtering of hydrogen moleculé<., hydrogen cap-
ture) became more frequent with increasing hydrogen
buildup on the surface. Since incident ion reflection does not
affect the hydrogen concentration in the simulation cell, it is
the hydrogen capture and hydrocarbon erosion that decrease The simulations studying the effect of the hydrogen con-

the number of hydrogen atoms in the sample. Althougteentration at the surface were run either with an unsaturated
higher at the end of the simulation runs, the probability of(virgin) a-C:T surface or a surface with a highly increased

hydrogen capture still remained small enough for the higihydrogen concentration due to low-energy ion bombardment,
impinging hydrogen flux to produce and maintain a saturathat is, a surface formed after 1000 or more incident ions of
tion of the hydrogen content on the surface. Figure 5 show&ns=1 eV. We used tritium as cell atoms and ions, and the

the H/C ratio in the cell before and after the simulation runsbombarding ions were assigned a rms energy of 10 eV. All

SIMULATION RUNS

A. Hydrogen shielding

as a function of depth. the simulation runs were done at 300 K.
The high hydrogen concentration at the surface was ob-
B. Erms=10 eV bombardment served to dramatically suppress carbon erosion from the

Since no carbon erosion was seen in the 1-eV simulations,

we tested the hydrogen saturation effect at a higher rms en-

ergy of 10 eV. A similar increase of the hydrogen content in 014} M i
the cell was seeriFig. 6). Since the simulation cell for » 012} | |
higher-energy cumulative bombardment had to be much 5 -

larger, obtaining a saturated hydrogen concentration at the 5 gap ]
surface required a higher number of impinging H ions as g 008 .
well. The rate of increase in the hydrogen concentration be- T o006} y
fore obtaining the supersaturation value of H/C was nearly £ o.0a | |
the same in both cases. However, the fluctuation of the hy- '

drogen content at the surface was much stronger for the a0z p 1
higher energy bombardmefdf. Fig. 3. The distribution of 0.0

4 2 0 2 4 6 8 10 12 14

the incident ions remaining in the simulation cell after 5000 .
Depth (A)

impacts as a function of depth is shown in Fig. 7. A root-
mean-square energy of 10 eV was high enough to lead t0 g 7. pepth distribution of ions still remaining in the cell after
carbon erosion. After 5000 incident ions, 181 carbon atomggpgg incident ion impacts in the 10-eV noncumulative bombard-
out of the original 1433 had eroded from the surface, givindment simulations. The negative direction is outward fromatf@:H

a carbon erosion yield of 0.04. The eroded carbon wasgulk. 89% of the ions still reside under the original location of the
mainly in CH, (x=1, 2, 3, and #and GH, (x=3, 4, 5, surface, and 41% of the ions have penetrated 5 A or deeper under
and 6 species, 58% and 31%, respectively. the surface.
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TABLE I. Fractions of the tritium erosion mechanisms for the noncumulative bombardment of an unsat-
urated and a supersaturated surfdeg,s=10 eV. Yg and Y' are the numbers of tritium eroded by the
corresponding mechanism from the unsaturated and the saturated cell, respectively.

Erosion mechanism Unsaturated surface Supersaturated surfaceY /Y]
Incident ion reflection 0.647 0.466 1.33
T, extraction 0.263 0.445 3.13
T atom sputtering 0.056 0.087 2.88
Hydrocarbon erosion 0.034 0.002 0.10

sample. With an unsaturated surface the carbon yield wasther hand, physical sputtering starts to dominate, and the
(1.1 0.2)x 10" 2, whereas with a supersaturated surface thesimulation cell sizes used would not have been adequately
carbon erosion yield had decreased by an order of magnlarge. The cell temperature was 300 K for all the simulation
tude, namely, to (1.60.8)x10 3. This sharp drop of the runs.
carbon yield can be explained with a decreased carbon- In the first simulation ruri$ we calculated the physical
carbon bond collision cross section. The impinging ions esearbon sputtering yield and the carbon sputtering yield given
sentially lose the majority of their kinetic energy in collisions by our MD simulations for ara-C:T cell bombarded by T
with the surface hydrogen before impacts with the carborions. The physical sputtering yield was calculated using the
atoms. Thus the ions are not energetic enough to attack theim program>©° which takes into consideration only bi-
region of a G—C bond, and are repelled by the potential nary ion-atom interactions where the kinetic energy of the
barrier. impinging ions is transferred to the substrate atoms in elastic

Carbon erosion from the virgin surface took place pre-collisions. Thus no chemical effects are present inTiRie
dominantly as CT and GT, species. A small number of calculations. A comparison between our sputtering yields
single carbon atoms was also observed. The uncertainty iand those predicted by th&im code is shown in Fig. 8.
calculating the value of the carbon yield was quite high, but A small local maximum at energies close to 20 &Y.
the high number of impinging ions gave us reasonable eviFig. 8) indicates that at those energies, the bond-breaking
dence of the order of magnitude. The results were later alsmechanism has the highest probability. This maximum was
confirmed with another independently manufactured virginalso observed in several other simulation cells around 15-20
and supersaturated simulation cell pair. eV (see Fig. 9, although its strength varied from cell to cell,

Incident ion reflection was the most probable ion-surfaceand it was pronounced only for T bombardment. This again
processes, with both unsaturated and supersaturated surfacgsows that the results are quite sensitive to the bonding char-
The tritium yield per incident ion with an unsaturated surfaceacteristics right at the surface. Since the impinging ions also
was ~0.5, of which about two-thirds was contributed by experience non-bond-breaking collisions with surface hydro-
reflected ions and a little less than one-third by sputtered Tgen and carbon atoms, which extract even more energy from
dimers. For a supersaturated surface the tritium yield waghe ion, in most cases a kinetic energy of several eV above
~1.0. The probabilities of ion reflection ang €rosion were the threshold energy for the bond breaking is necessary.
now roughly the same. Thus, the absolute value of both By gradually lowering the incident ion energy in single
eroded T, and reflected ions was increased. More precisémpact simulations leading to carbon sputtering, a threshold
fractions for the tritium erosion are given in Table I.

In order to test the stability of the high hydrogen content
at the surface, we simulated two different supersaturated 0.035
cells at several temperatures between 300 and 2400 K for1 ¢ Present work i

ns (Ref. 10. The simulations were done without hydrogen 3 .03 o TR
bombardment, and thus focused on the thermal desorptior>

(outgassingof the surface hydrogen. However, since several £
outgassing mechanisms appeared to be present, and due &
poor statistics at the lower temperatures, we were unable to§

=1
L0 §
face hydrogen at 300 K. g oof { .
A .
B. Incident ion energy dependence 0.005 K * E__,Ex"“"
O -
The incident ion energy dependence of the carbon sput- 0.0 >t 2
0 5 10 15 20 25 30

tering yield was studied with simulations where the same
energy was assigned to each incident ion. The energy range
used was 1-35 eV. The reason for this particular regime was F|G. 8. Comparison of the carbon sputtering yield of our simu-
that at energies lower tharl eV no swift chemical sput- lations of T impinging ora-C:T with TRIM simulations of physical
tering was seerfsee beloy. At energies=35 eV, on the sputtering. From Ref. 11.

Incident atom energy (eV)
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FIG. 11. Carbon sputtering yield as a function of temperature in
noncumulative T bombardment simulations for a cell with tempera-
FIG. 9. Carbon sputtering yield for @C:H cell by proton, and ~ ture independent T/C ratit.4). A similar behavior was observed
deuterium and tritium ion noncumulative bombardmera®:H as  for other simulation cells. From Ref. 11.

a function of incident ion energy. The results show a clear isotope

effect for the swift chemical sputtering. (0.4). In the temperature range of our simulations, this cor-

ener as eventually found. No carbon sputtering was Seeresponds roughly to the case where the sample is hydroge-
ergy was eventuaily found. puttering w hated before heatint. The cells were heated very slowly for
at ion energies below 1.0 eV for any of the three isotopes . ) 5
a MD simulation (16% K/s) from 300 K to several tempera-
H, D, or T. tures between 600 and 1100 K, and then relaxed for 50
We also simulated monoenergetic bombardmerat-6fH ures between an » and then relaxed for PS.

by protons and deuterium and tritium ions in order to ob-ANY atoms that left _the sample_surface duf"‘g the heating
serve possible isotope effects. Figure 9 shows that the carbdiere discarded. During the heating the fraction of threefold-
erosion is notably higher in the case of heavier isotopes. Thicoordinated carbon sites in the cell increased vy|th increasing
confirms that the swift chemical sputtering observed in ouf€Mperature, and the fraction of fourfold-coordinated carbon
simulations is subject to kinetic effects and is not a purelySiteS decreasedsee Fig. 10 Since only a few hydrogen

chemical process. Considering the cases where the borRioms Ieft the surface during the heating, the concentration
breaking is enhanced by the collisions between the inciderf! ydrogen atoms in our cell remained practically constant
ion and one or several surface carbon atoms taking part iftt all temperatures. Thus an increase in the relative number

the bond-breaking process, the existence of an isotope effeeé three:‘old-coordinate_d carbon Cﬁnterlsl m??]nt ahdercl: rease of
is easy to understand. the total carbon coordination in the cell. Although the time

scales used were too short for actual graphitization, the
monotonic increase and decrease was present in all of our
simulation cells, manufactured independently of each other.

The temperature dependence of the carbon erosion washe ion bombardment simulations on these cells were non-
first studied using a simulation cell with a constant T/C ratiocumulative.

Figure 11 shows the typical temperature dependence for

Incident ion energy (eV)

C. Temperature-independent TC ratio

:,\? 100 — ' ' ' ' ' ' ' ' carbon erosion in our simulations. A clear maximum around
> 90r . 900 K can be seen. A temperature peak in the carbon erosion
g 80 | 2 4 yield is typical for chemical sputterinf, which is another
® 70} M ] indication of the chemical nature of the carbon erosion
c mechanism we observed. Experimental values for the carbon
.§ 60 I 7 erosion peak temperatufie, between 600 and 950 K were
S 50 - reported 6! and the value of the peak temperature was
= 4} i shown to depend on the sample structure, graphitelike
..“_’ 3 samples having the highes$t,. Since our simulation cells
g 0 sp i consist mostly of threefold-coordinated carbon sites, our re-
O 20 O, T sults are in a reasonable agreement with the experiments.
'g o gy . The distributions of eroded hydrocarbon species at vari-
rar ) L L L : : L P ous temperatures did not have notable differences. The sput-
300 500 700 900 1100 tered species were mainly small and GT, hydrocarbons
Simulation cell temperature (K) (Fig. 12. One larger GT5 species was observed to leave the

surface, and did not fracture during the simulation time.
FIG. 10. Fractions of the threefold- and fourfold-coordinated However, the simulation timé2-3 ps for a single impact
carbon atoms in a constant T/C ratio simulation cell as a function ofvas clearly too short to allow any conclusions on fragmen-
temperature. tation or interaction between the sputtered species.
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Mass (amu) FIG. 13. Depth distribution of the eroded carbons for a T/C

=0.4 simulation cell under 10 eV bombardment at 300, 900, and
FIG. 12. Mass distributions of hydrocarbon species sputtered 1000 K. The negative direction is outwards from the bulk, and the
constant T/C cell bombardment at 300 and 900 K. At both temperaSurface is approximately at 0.0 A. The graphs show how the dis-
tures GT, was the most abundant eroded species. However, as tHéibution shifts above the surface with increasing temperature.
simulations were noncumulative, the distribution was sensitive to

the particular bonding configuration at the sample surface. to the heterogenous nature of the bonding configuration in
our cell, and the fact that the total carbon coordination de-
Considering the nature of our carbon erosion mechanisngreases at higher temperatures, the free carbon atoms under
the increase in the number of carbons eroded from the cell dhe surface have a higher probability of encountering an un-
higher temperatures is easy to understand. Decreasing tlsaturatedcoordination of three or legsgarbon center while
average carbon-carbon coordination led to a structure thaeaving the surface. It is then possible that the free carbon
was more prone to the swift erosion mechanism. But whyatoms rebond to the bulk network.
does the carbon yield go down above 900 K? Simulations It should be noted that it was very hard to study possible
with very rapidly heated cells, where structural rearrangefebonding. Among thousands of bombardment events, it is
ment had no time to take place, did not show an increase irasy to study cases in which erosion does occur, but very
the carbon erosion yield. This shows that, in the temperaturdifficult to recognize the cases where erosa@mostoccurs,
range used, the effect of thermal vibrations is of secondarpamely, bond breaking and rebonding. The assumption was
importance. put to test with another type of simulation. We simulated a
We analyzed the depth distributions for the eroded carbogell at various temperatures without any hydrogen bombard-
atoms(Fig. 13. At temperatures between 300 and 900 K anment. A single carbon atom bonded to the bulk network was
approximately 4—5-A-wide distribution was seen. Abovegiven a velocity toward the surface with a random off-
900 K, however, the distribution of the eroded carbon atomsurface angle (0°—30°), corresponding to a certain kinetic
shifted toward the surface. There is no reason to believe tha&nergy. The lowest assigned kinetic energy was the total
the ions were unable to penetrate the surface as they hdmwbnd energy of all the &-C bonds of that particular carbon
done at lower temperatures. This indicates that carbon atonaom, and several tens of events were simulated in order to
whose bonds had been broken deep below the surface rebtain good statistics. The kinetic energy was gradually
bonded, and did not leave the surface. This is somewhatised in consecutive sets of simulation runs. The results
unexpected, since an increase in temperature usually resukbowed that removing carbon atoms from the cell at a tem-
in higher mobility of atoms in a bulk network. However, due perature above 900 K requires higher kinetic energies than at
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900 K or below. These results support the idea of dynamic

rebonding, but the reasons why the rebonding commences ag | === \ ¢ T Cerostonyield |1 0.4

these temperatures are not obvious, and should be studie@ 0.006
with more precise methods. 0.3

0.004

D. Temperature-dependent TC ratios 0.2

T/C ratio

Simulation cells with temperature-dependent T/C ratios €
corresponded better to real cases where the hydrogen satureg 0-002
tion concentrations are lower at higher temperatures due to8
diffusion, and consequently outgassing. We studied two '
cases in particulartl) a sample that has been hydrogenated 0.0 % 500 700 900 20
at low temperatur€300 K) and then heated, arid) a sample . Substrate temperature (K)
that has been hydrogenated at each temperature in questior
The T/C ratios at different temperatures were chosen accord-
ing to the experimental results in Refs. 15 and 16. Cell 5
manufacturing was done with the same method described ing
detall in Sec. Ill. o 0008

Figure 14 shows that in both cases the decrease in the T/C'g
ratio led to a decrease in the carbon erosion yield. In the firstE 0.006
case the decrease was monotonic and no peak was observe &

In the second case, on the other hand, a peak was observe§ 0.00

around 700 K. Analogous to the case of a temperature-£

independent T/C ratio, this peak was due to the decrease o8 0002

the average carbon-carbon coordination with increasing tem-

perature, while the hydrogen concentration in the cell re- 0.0 300 500 700 900 1100 0.0

mained constant. At higher temperatures, as the T/C ratio Substrate temperature (K)

decreased, the carbon erosion yield decreased like in the first

temperature-dependent T/C case. This kind of temperature FIG. 14. Carbon sputtering yield as a function of temperature in

dependence corresponds to the behavior of the kinetic emoncumulative T bombardment simulations for substrate simulation

hanced hydrocarbon emission used in the model of Roth aneklls with T/C ratios corresponding to experimentally observed hy-

Garca-Rosales. drogen saturation valuéRefs. 15 and 16 The upper figure corre-
sponds to the case where the sample has been hydrogenated at a low
temperature and then heated, whereas the lower figure shows the

VI. DISCUSSION case where the sample has been hydrogenated at the respective

. . . temperature.
Our simulation results offer explanations for some poorly

understood effects at carbon material surfaces. However, we Here the crucial question is how stable the supersaturation
wish to mention some points that should be taken into conis at the surface at 300 K. If the thermal desorption of the
sideration when relating the simulation results to real proydrogen atoms is slow enough, the hydrogen shielding ef-
cesses. fect could be obtained at lower fluxes than the low limit we
estimated from our simulations. Thus finding statistically re-
liable outgassing rates of hydrogen franC:H surfaces at
different temperatures is important. Also, in real processes,
Our cumulative simulation runs corresponded to a flux ofhydrogenmoleculeoutgassing would most likely play a key
~10% ions/cnts, which is still orders of magnitude higher role. Surface H-H attraction resulting in hydrogen molecule
than the fluxes used in fusion devices. However, the fluxegormation and erosion could very efficiently remove the hy-
corresponding to the highest hydrogen fluxes that have beairogen coating at the surface. Modeling the stability of the
used in fusion device experiments-{0" atoms/cmis)  hydrogen coating requires long-range potential energy func-
would require time intervals of the order of microsecondstions, such as the AIREBCadaptive intermolecular reactive
with the method used. Although some methods for simulatempirical bond-order®* as well as much longer time scales.
ing times of the order of microseconds or even longer wereThis, however, is beyond the scope of the current work.
recently developet?®3these methods are quite specific and Whether the shielding effect we observed in our modeling
require a good knowledge of the local energy minima of theis the key factor to explain the decrease of carbon erosion
system, which is not, unfortunately, the case wafC:H. yield at high fluxes remains to be seen, as the real fluxes are
Nevertheless, from our results we were able to give an uppeasrders of magnitude lower than the flux we used. If so, this
limit for the desorption rate at 300 K. Since no hydrogeneffect can then be used to increase the lifetime of fusion
erosion was seen during outgassing simulation runs of 1 nglevice divertor plates, which experience extremely high-flux,
the shielding effect should be possible, according to outow-energy hydrogen ion and atom bombardment. With suit-
modeling, with fluxes at least as low asl(0?> atoms/cris.  able carbon material selection, the carbon erosion yields can

on sputtering yi

0.1

0.01 0.4

0.3

0.2

T/C ratio

0.1

A. Hydrogen shielding and its implications to high ion fluxes
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be modified to match the desired radiative cooling and VIl. CONCLUSIONS
plasma contamination by carbon. Also, since the impinging

hydrogen is retained very near the surface, and the supersatu- Lh(i presentbwork demonsftrlateslthat mglgcular—gyna(r;lcs
ration increases the incident ion reflection, tritium retention™°d€!iNg can be a very useful tool in studying and under-

in the first wall materials can be suppressed. This also resténding atomic-scale surface effects, such as sputtering and
quires that the mobility of the ions remaining in the bulk is thin-film growth. This is valid especially for amorphous sur-
hindered by a high H/C ratio already present in the materialfaces, as an analytical study of these is extremely difficult.
As next generation fusion devices will be realized in the near he results also demonstrate that standard sputtering models
future, more reliable experimental results can also be exare not necessarily reliable at high fluxes, since they do not

pected at higher fluxes. account for effects in which the relative surface atom con-
centrations change during the irradiation. Quantum-
B. Low-energy chemical sputtering mechanical calculations of more accurate energetics, as well

as the effect of the charge state of the incident atom on the
ﬁVeVift chemical sputtering, are beyond the scope of the

present study, but are under preparation as a next step to
émderstand in more detail the effects studied.

The swift chemical sputtering mechanism in our modeling
resembles an assumed surface erosion process, which in t
literature is often called “kinetic emission of weakly bound
surface hydrocarbons.” However, it should be noted that th

bond breaking described above can take place at very low " conclusion, we have shown that a high-flux, low-
energies(just enough for the ion to overcome the repulsion€N€rgy E<10 eV) hydrogen bombardment of hard amor-

of the G—C and to penetrate between the atpmad no phous hydrogenated carbqn resu_lts in asupersatgrated hydro-
collisions are necessary for the erosion to take place. Th@eN concentration at the immediate surface. This hydrogen
threshold observed in our simulations {.0 eV) is in good ~coating very efficiently decreases the carbon sputtering yield
agreement with previous analytical model extrapolations. Wdrom the sample. We have also described in detail how low-
would also like to note that we have observed the same swifenergy hydrogen ion bombardment at lower fluxes can lead
erosion mechanism in simulations of pure amorphous carboi® carbon sputtering yields much higher than those expected
and amorphous hydrogenated silicon carbideS{C:H) %° from physical sputtering. The carbon yield of this mecha-
As experimental methods for ion energies below 10 eVnism, which we callswift chemical sputteringhas been

will presumably be realized in the near future, our modelingshown to decrease at higher temperatures, if the hydrogen
will be put to test and will offer a good point of comparison concentrations in the cell are chosen to correspond to the
for experiments and simulations likewise. However, twoexperimental temperature-dependent saturation values. The
points should be taken into account in these comparisonsemperaturél,, corresponding to the highest erosion yield is
First, contemporary experiments are done with dimersjetermined by the temperature-dependent H/C ratios, and the
(H,"/D;") or trimers (H*/D3"), and the “single-ion en-  carbon-carbon coordinations at respective temperatures. On
ergy” is taken as one-halfone-third of the dimer(trimen.  the other hand, if the hydrogen concentration in the sample is
At low energies, however, bond energies play a crucial rolekept constant at all temperatures, the carbon erosion by the

and it is not evident that the ion interactions with the Surfac%wift erosion mechanism peaks at temperatures around
are not modified by the presence of the othefshrSecond, 900 K.

there was no surface relaxation in the cumulative high-flux

bombardment simulations between two consecutive ions,
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