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We examine a possible mechanism for the formation of protrusions on a metallic surface held in a

sufficiently high electric field in the presence of a near-surface void. By means of molecular

dynamics simulations we show that the high tensile stress exerted on a Cu f110g surface with a

near-surface void can promote the nucleation of dislocations on the void surface. These

dislocations cause slip along f111g crystallographic planes leading to mass transport in the volume

above the void. We find a linear correlation between the radius of the void and the maximum depth

for the growth to occur. VC 2011 American Institute of Physics. [doi:10.1063/1.3606582]

I. INTRODUCTION

Dislocations are involved in multiple mechanisms caus-

ing deformation of crystalline material under stress. If a dis-

location source is located near the surface, the application of

stress will lead to topological modification of the surface.

For example, the multiplication of dislocations via a Frank-

Read source can cause dramatic deformation of the crystal as

a result of dislocation glide.1,2 The phenomenon of whisker

growth on a metal surface was proposed to be explained by

the activation of Bardeen-Herring source of dislocations.3,4

However, the efficacy of such a source relies on long-time

diffusion processes since it acts via climb mechanism. Dislo-

cations are also known to nucleate on stress concentrators,

such as voids and inclusions under stress.1,5 In the presence

of a nearby surface, the dislocations are strongly attracted to

the surface by the so-called image-force which appears due

to surface stress relief.

If a metal surface is subjected to a sufficiently high elec-

tric field (>�100 MV/m), it experiences a constant tensile

stress exerted on the partially charged surface atoms via the

Lorentz force.6 Since dislocations are activated by applied

stress, they can cause modification of the surface under this

electric-field-induced stress. It has been suggested7 that the

significant enhancement of electric field observed8 prior to the

vacuum arcing phenomenon9 over a metal surface exposed to

a sufficiently high electric field is related to topological modi-

fications on the surface. Hence dislocation processes may be

involved in the triggering of the vacuum arcing in such a

condition.

The performance of accelerating structures in linear

colliders is severely limited by the fact that the electrical

breakdown rate (BDR)—the probability of vacuum arcing—

becomes non-negligible at some critical electric field strength,

significantly lower than that at which the failure of the metal

surface is expected.10,11 The problem has attracted renewed

interest since the BDR is one of the critical factors limiting

the performance of the Compact Linear Collider currently

under development at CERN.10 Also, the design of the ITER

fusion reactor will be modified to involve an all-tungsten di-

vertor,12 and material erosion due to electric arcs has been

recognized to be of comparable magnitude in tungsten as the

erosion due to sputtering.13 However, there is still no clear

understanding of the main cause of vacuum arcs (electrical

breakdowns), nor a definite scenario of metal surface evolu-

tion processes that can result in the destructive arcing phe-

nomenon. Experiments clearly show that there are random

spots on metal surfaces releasing high currents of electrons

prior to a vacuum arcing discharge,7 which are presumed to

originate from locally enhanced fields. However, the ques-

tions, what causes this enhancement and how the surface

evolves under the electric field, are still open.

In this work, we describe observations of a dislocation

nucleation mechanism on a near-surface void under tensile

stress exerted on the surface in molecular dynamics (MD)

simulations. Dislocation nucleation14–16 and dislocation nucle-

ation on voids5,17–23 have been studied earlier. Some studies

were done with the use of the MD technique. Rudd and Belak

and Rudd et al. have observed prismatic loops generated at

the void surface under stress transporting material away from

the void.18,19 Seppala et al. have investigated the effect of

stress triaxiality on void growth due to dislocations20 and void

coalescence.21 Marian et al. observed nanovoid deformation

in aluminum through dislocation emission.22 Recently Bringa

et al. observed shear loop nucleation on voids in copper.23

Dislocation nucleation dependence on strain rate has been

examined by Spearot et al.16 and Zhu et al.15

In our simulations, we assume the presence of a near-

surface void. The presence of such voids can be explained

by the Kirkendall effect due to the oxidation of the sur-

face.24,25 Also, voids can be formed due to the technological

imperfection of the metal production or electromigration.26

Hence, we formulate the following hypothesis: tensile stress

exerted on a metal surface with a near surface void can cause

mass transport in the volume located above the void. This

mass transport is carried by the dislocations nucleated at the

void5 due to the shear stress which appears in the direction

from the void to the surface. The mass transport then leads toa)Electronic mail: aarne.pohjonen@iki.fi.
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the growth of a microscopic protrusion, which in turn will

cause a field enhancement. We tested this hypothesis by

performing molecular dynamics simulations,27 which can

provide an atomistically accurate picture of dislocation

nucleation. After the simulation we analyzed the frames of

the simulated box by the centrosymmetry analysis14 to inves-

tigate the formation of stacking faults and dislocations.

II. ORIGIN OF TENSILE STRESS EXERTED ON METAL
SURFACE

In our simulations, we focus on a single metal surface

exposed to the external electric field. According to Gauss law,

a conducting surface in the presence of an electric field

becomes charged with the surface charge density rs ¼ �0
~E
�
�
�
�;

where ~E is the field near the surface.28

If the surface is perfectly flat, the local field is the same

as the external field ~E0 and the charge of the surface is

qs ¼ rsA, where A is the area of the surface. If so, the

charged surface experiences the Lorentz force

~FL ¼ rA~E; (1)

which is aligned along the field. Since this force is the prod-

uct of the charge and the field, it is always directed outwards

from the surface. Thus we can obtain the tensile stress

exerted on a conducting surface in the presence of an electric

field by dividing the Lorentz force (1) with the area A of the

surface.

Tzzn̂ ¼ ~FL=A ¼ r~E0 ¼ �0j~E0j2n̂; (2)

where n̂ is the unit vector normal to the surface. This equa-

tion allows for an estimation of the stress exerted on a con-

ducting surface by an electric field. The critical field, which

causes the breakage of a Cu surface, is known from experi-

ments8 to be �10–11 GV/m. In this case, the maximal tensile

stress becomes Tzz¼ 0.9 - 1.1 GPa, which is a significant

value, although not sufficient for studying dislocation nucle-

ation within molecular dynamics timespan. Hence we exag-

gerated the exerted tensile stress in order to be able to study

the dislocation mechanisms by MD methods, ranging it

between 2.4 and 4.58 GPa, which corresponds to the fields

between 16 and 22.7 GV/m.

It must be mentioned that the operational fields for Cu

surfaces in the corresponding experiments are about 200

MV/m, however, in the same experiments the enhancement

factor of local fields compared to an external field had never

been measured below 15.8

III. SIMULATIONS

The present simulations were done using the parcas clas-

sical MD code.29 Cu was modeled using the Sabochick-Lam

interatomic potential,30 well tested with respect to melting

and point defect properties.31 In order to examine our con-

clusions on the dislocation mechanism, we also applied the

Mishin et al. potential,32 developed for the improved

description of the elastic and plastic properties of Cu. Both

potentials yielded qualitatively similar results. A simulation

cell with a f110g surface crystal plane (i.e., the z direction

corresponding to one of the 110h i crystal directions) was

constructed, with 111h i and 211h i crystal directions in the x
and y directions. Periodic boundary conditions were applied

in the x and y directions. The three bottom layers of atoms

were fixed to prevent any possible drift of the cell, the top

layer is open to form a surface. The size of the simulation

cell was Sx¼ 179, Sy¼ 190, and Sz¼ 194 Å. Also a set of

simulations with different boundary conditions was per-

formed to check that the results remain the same as with per-

iodic boundaries. In these simulations the atoms which form

the sides of the simulated cell (the lateral boundaries) were

allowed to move only in the z-direction, while the x and y
coordinates were fixed.

The simulation cell was relaxed at first without the field

for 20 ps and after that a linearly-increasing force was

applied to atoms that initially formed the two top atom layers

in the time interval 20...120 ps. In our simulations we

assigned the force given by Eq. (1) over two top layers of

atoms. The ramping of the force was done to avoid the non-

equilibrium distribution of the stress throughout the simula-

tion box (such as artificial pressure waves that would be

reflected from the fixed bottom layers). In the rest of the sim-

ulation the maximal force corresponding to the desired stress

was exerted on the same atoms, regardless of their actual

position. This approximation is valid until a visible protru-

sion appears on the surface. Such a protrusion will distort the

electric field, locally changing the direction and the absolute

value of the force acting on surface atoms. This will result in

redistribution of the tensile stress. From this point on, a dif-

ferent simulation technique which takes into account the

dynamic evolution of the surface stress should be applied.

The temperature of the system was 600 K during the whole

simulation. A schematic of the simulation cell with the initial

structure is shown in Fig. 1.

In order to introduce the desired tensile stress, the Lor-

entz force acting on the entire surface is divided between the

surface atoms as ~Fat ¼ ~FL=Nat where Nat is the number of

surface atoms.

FIG. 1. Schematic of the simulation cell. The force was applied on two top

layers of atoms. The three layers of atoms on the bottom were held fixed.
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To give a quantitative description of the dislocation

nucleation we considered a parameter which characterizes

the critical depth at which a dislocation can be emitted

within the MD timespan. This parameter exhibited a strong

dependence on the radius of the void, temperature and

applied stress. The simulations were performed as follows: a

spherical void with radius r was systematically placed at dif-

ferent depths H with the interval of 2 Å. The force applied

uniformly to the surface atoms pulls the atoms located above

the void, causing them to move upwards. The shallow voids

are quickly destroyed by this force. The deeper the void, the

weaker the atoms are pulled on average. At some depth a dis-

location that causes growth of an atomic step on the surface

above the void is not emitted during the simulation time.

This depth was defined as the critical depth Hmax. Since the

void was placed in 2 Å intervals, the uncertainty of the

observed value of Hmax is 1 Å. The procedure was repeated

for various values of the void radius r. A similar procedure

was repeated for different values of stresses and for the Mis-

hin potential but the interval was different in some cases. For

stresses of 2.40 GPa the interval was 10 Å and for the Mishin

potential the interval was 5 Å. Due to the Poisson effect, the

system strained in the z direction is expected to shrink in the

lateral direction. As a matter of fact, this shrinkage can be

estimated in the approximation of an isotropic material as

follows. If we take as an example the tensile stress of

Tzz¼ 4.58 GPa, the strain in the z direction in our MD cell is

then �zz ¼ 0:0115. Taking into account the Poisson ratio

�¼ 0.34, the cell should shrink in the lateral direction by

�xx ¼ �yy � �0:34�zz ¼ �0:0039 on average, compensating

the lateral compressive stress. However, in our simulation

we neglect this phenomenon because in the experiments cor-

responding to our simulation, the area affected by the field is

negligibly small, �0.5 mm2, compared to the few cm2 size

of unaffected surface. This situation will provide only negli-

gible relaxation in the lateral direction of the cell, thus moti-

vating the choice of our boundary conditions.

IV. RESULTS AND DISCUSSION

Snapshots of a simulation with void radius r¼ 28 Å are

presented in Fig. 2. Here we show only the atoms on the

surfaces and stacking faults, the others being filtered out by

the centrosymmetry parameter.14 It is clearly seen that the

nucleation of partial dislocations causes the formation of a

protrusion on the surface.

Due to the resolved shear stress acting along f111g
planes, which are not perpendicular to the surface, we first

observe stacking faults in our simulation box along these

planes. They do not contribute to the surface protrusion for-

mation directly. However, they do promote the formation of

slip along the vertical f111g planes by forming steps on the

void surface that act as nucleation centers for dislocations.

This conclusion is confirmed by examining Fig. 3(a), where

the final protrusion is depicted. As can be seen, the shape of

the protrusion is a parallelogram with small corner angles of

71�, which corresponds to the angle between two f111g
planes, perpendicular to the f110g surface. The observed

stacking faults and the shape of the protrusion show that the

dislocations are partials having 1/6 112h i Burgers vectors.

These results are presented in Figs. 2 and 3(a). This mecha-

nism is similar to the punching of prismatic loops on an

inclusion.1,33 If the dislocation emitted in the direction per-

pendicular to the surface strikes a sideward stacking fault,

the dislocation interaction in this case can block the mass

transport toward the surface.

The shape of the protrusion formed on the surface to-

gether with the observed stacking faults that are created by

dislocations moving perpendicular to the surface show that

the mechanism is similar to the observations of Rudd and

Belak and Rudd et al.18,19 of the nucleation of prismatic

loops. The observation of the stacking faults created by dis-

locations moving in diagonal directions away from the void

is similar to the recent observations of Bringa et al.23 of

shear loop nucleation on voids under stress deep in the bulk.

FIG. 2. (Color online) Snapshots of the simulation

of the void with radius r¼ 28 Å; temperature of the

cell 600 K; applied stress 4.58 GPa. The forces

were exerted on atoms on the two top layers. Atoms

on the stacking faults and surfaces are shown.
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The simulation results summarizing the critical depth

dependence on void radius in Figs. 4(a) and 4(b) (Sabochick-

Lam potential) and 4(c) (Mishin et al. potential) show a lin-

ear relation, hence the following criterion for growth of the

void can be stated: Growth will occur at a given temperature

and time if the inequality (3) holds.

H < Hmax ¼ aðr � r0Þ: (3)

The simulation results and the size dependence of Hmax

on the void radius can be understood qualitatively based on

the following consideration. The force applied to the surface

above the void acts evenly on every atom on the surface. If

the structure were perfect, the same stress would be evenly

applied to all the atoms. The presence of a void right below

the surface violates the uniformity of the stress, for the atoms

above the ceiling of the void will experience less z-direc-

tional tensile stress, Tzz, since they are bound to the cell only

via the sideways bonds and surface tension. This difference

generates a shear stress sufficient to nucleate a dislocation.

With the increase of tensile stress on the surface, the shear

stress exerted on the atoms connecting the ceiling of the void

to the rest of the crystal is growing.

To understand the effect of void size on the dislocation

nucleation, we have analyzed the strain of the system as a

response to the tensile stress on surface. The strain is related

to the stress through the constitutive equation of elasticity,2

and therefore the analysis of strain allows us to understand

the stress that causes the dislocation to nucleate. To analyze

the strain near the void, we have used the software called

Open Visualization Tool, OVITO,34 to calculate shear strain

components at atom positions in two different cases. Voids

with two different radii (r¼ 12.5 Å and r¼ 20 Å) were

placed at the same depth (H¼ 24 Å) below the surface. The

stress on surface was ramped to 4.58 GPa in the similar man-

ner as described earlier. The system was initially in 300 K

and was cooled after 120 ps to 0 K using the Berendsen tem-

perature control.35 OVITO was used to calculate the zx and

zy components of the strain, �zx and �zy, when the system had

been cooled to 0 K. The strain field was further analyzed

along the line that started at the most strained point on void

surface and ended to the surface of the material, as marked

with dashed line in Fig. 5. The values of �zx and �zy for the

smaller and larger voids are compared in Fig. 6 as a function

of the z-coordinate. It is clear that the �zx component of strain

is larger on the surface of the larger void, hence, the shear

stress on the surface of the larger void is also larger. Because

the shear stress on the slip plane is the driving force to acti-

vate a dislocation, this result explains why a dislocation is

more easily nucleated on the surface of a larger void.

The temperature dependence of the critical depth Hmax of

a void with radius r¼ 18 Å was examined by a systematic set

of simulations (Fig. 7). The fact that the critical depth has tem-

perature dependence is consistent with dislocation nucleation

being thermally activated below the athermal threshold.36

FIG. 3. (a) The surface viewed from above after the dislocations have been

nucleated. The gray scale shade of each atom is chosen according to its

height, showing a protrusion on the surface that has corners with 71� angles.

This shows that the dislocation lines are oriented in 112h i directions and

glide on f111g planes. (b) Side view of the surface after the protrusion has

grown.

FIG. 4. The dependence of the critical depth Hmax on the void radius r in

simulations with different stresses using Sabochick-Lam potential (a) and

(b) and Mishin potential (c). A line was fitted to the data by the method of

least squares. (d) Schematic of the variables used in systematic set of

simulations.

FIG. 5. (Color online) Absolute values of �zx strain component near the

void. This is the strain component related to the shear stress on slip plane.

The strain was further analyzed along the path that starts at the most strained

point on void surface that is shown by the arrow. The path is marked with a

dashed line on the figure.
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The mechanism presented here can initiate the growth

of features on the surface. The longer timescales could in

principle cause growth from voids lying deeper beneath the

surface, but systematic studies will be required to determine

to what extent. We also note that in reality, once a sharp fea-

ture has started growing, the electric field over it would be

enhanced,37 further increasing the growth.

V. CONCLUSIONS

In the present work, we showed that dislocations can nu-

cleate on a near-surface void under a constant tensile stress

exerted on the surface. This mechanism can eventually lead to

the formation of a stable protrusion, or be responsible for a

dramatic change in the surface topology. Our result showing

that the critical depth depends on temperature is consistent

with the stochastic nature of the dislocation nucleation pro-

cess.15,36 Consequently, the events observed under high stress

could happen under lower stress over a longer time period.

We also observed a criterion for void growth which describes

the linear relationship between the critical depth and the ra-

dius of the void. The mechanism of dislocation nucleation on

a void under tensile stress can be responsible for plasma onset

near metal surfaces operated at high electric fields.
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