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Electronic effects play a crucial role in the temperature evolution of metal parts which have electric cur-
rents running through them. The increase in temperature due to resistive heating can cause the melting
of metal nanoscale wires creating damage in electric circuits. Likewise, electric currents are also present
in sharp features on metal surfaces exposed to high electric fields. The destruction of such tips can lead to
vacuum arcs, supplying the neutral species to build up plasma over the surface. To follow the tempera-
ture evolution caused by electric currents in such a tip, we developed a new model, based on an existing
molecular dynamics code, to include resistive heating and electronic thermal conduction. The results
given by the new simulation model are in good agreement with analytical predictions.

� 2011 Published by Elsevier B.V.
1. Introduction

Electric currents running through tips on a metal surface can
modify the shape of the tips significantly, even leading to their
melting, if the surface is exposed to a sufficiently high electric field.
These strong electric fields appear in connection with many mod-
ern applications operated at high vacuums, such as particle accel-
erators and fusion reactors, causing the undesirable effect of
electric arcs. In many cases these arcs can damage sensitive parts,
such as particle accelerator structures [1,2], or field ion microscopy
specimens [3], leading to lowered device performance. On the
other hand, the same phenomenon is deliberately utilized in, e.g.
metal vapor vacuum arc (MEVVA) ion sources [4] which are used
in ion implantation, thin film deposition and particle accelerators.

Even though vacuum arcs have already been under scientific
inquiry for decades [5,6], the onset of arcing is not well understood,
and simulations of the processes possibly leading to arcing may
help to gain a better understanding of this complex phenomenon.

It has been suggested that electron emission, especially field
electron emission [7], from protrusions on a surface plays a signif-
icant role in the stages leading up to arcing.

It is believed that electron emission from sharp, tip shaped
emitters on the surface result in local melting of the surface,
causing atoms to be evaporated. At the same time, due to
geometric effects, the tip can enhance the electric field above it
Elsevier B.V.
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to values at which the tip starts to break due to field evaporation
[8,9]. This process results in plasma build-up and electric arcing
[10].

In order to be able to simulate the electronic effects using a
molecular dynamics (MD) code, a model for the dynamic evolution
of the lattice temperature in the emitter tip, as a result of resistive
heating and thermal conduction, is required. Previous models that
include electronic thermal conduction effects based on electron
phonon coupling (EPC) [11–14] were developed for the simulation
of interactions of highly energetic ions with an electronic environ-
ment. These models consider a bulk material in an extreme
nonequilibrium state, for example during the development of ther-
mal spikes. Therefore, these models are not suitable in simulations
of slow, near equilibrium heating processes, such as the resistive
heating which is responsible for the temperature evolution in tips
exposed to high electric fields.

The present model assumes an initially symmetric copper tip of
cylindrical shape on a copper surface. Because of the cylindrical
symmetry, a 1D geometry can be used to model the heat flow in
the tip. During the simulation, the tip is allowed to change its
shape slightly due to effects such as relaxation and thermal expan-
sion, according to MD simulations.

In the next section we will give a brief overview of the theoret-
ical model we use, the various effects that we consider, and some
details of how these were implemented in the PARCAS [15,16]
MD code. The results obtained for a copper {100} surface with a
tip of a cylindrical shape are discussed and compared to analytical
predictions in the results section. To simulate the copper structure,
the Sabochick and Lam [17] EAM potential was used with a
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constant timestep Dt = 4.05 fs and periodic boundaries in the bulk
surface plane. The size of the bulk surface varied from 11.5 nm �
11.5 nm to 28.9 nm � 28.9 nm depending on the size of simulated
tip.

2. Theoretical model

2.1. Electron emission

In a free-electron model, electrons are free to move inside a me-
tal, but to escape from the metal, they must overcome the work
function potential energy barrier /. This can be achieved by raising
the energy of the electrons (thermal emission and photoemission) or
by applying a high electric field above the surface which lowers the
energy barrier and makes it narrower, increasing the probability of
electrons to tunnel through it and to escape from the surface (field
emission).

Due to field enhancement around the emission site, the local
electric field directly above the tip is given by

F ¼ bFNE; ð1Þ

where bFN is the field enhancement factor and E is the applied mac-
roscopic field. At high local fields the field emission is dominant
[18] compared to the other emission forms, and thus the total elec-
tron current can be approximated by the Fowler–Nordheim (FN)
equation

JðF; TÞ ¼ kT
aF2

/sðFÞ2
exp �mðFÞ b/3=2

F

 !
ð2Þ

where kT is a temperature correction factor given below and
a ¼ 1:54 AV

eV2 and b ¼ 6:83 V
eV3=2nm

are the first and second Fowler–
Nordheim constants respectively, and s and m are correction factors
that depend on the shape of the energy barrier the electrons have to
tunnel through to escape from the surface. In our model we assume
a Schottky–Nordheim barrier [19].

As the temperature rises, the contribution of thermally emitted
electrons becomes significant. This is taken into account by includ-
ing the temperature correction factor

kT ¼
pkBT=dT

sinðpkBT=dTÞ
; ð3Þ

where dT ¼ 2F
3b
ffiffiffi
/
p is the decay width of the energy barrier and kB is

Boltzmann’s constant [20,18].
Since the Fowler–Nordheim equation plays an important part in

our model, its limitations must be considered carefully. Eq. (2) only
gives reliable predictions within a certain range of fields and lattice
temperatures [18], and, thus, if the problem deals with these
parameters beyond the range of validity, it is recommended to
use, e.g. the General Thermal Field (GTF) equation [21] instead.
In our model, this is, however, not the case and thus the more ad-
vanced models are outside of the scope of this paper.

2.2. Space charge screening

High electric currents leaving the surface tips form a space
charge, which affects the value of the electric field between the
electrodes, reducing the current density of the emitted current.
Since the actual value of the current flowing through the tip is of
great importance in our model, some attention must be given to
the space charge screening phenomenon.

The effect of space charge on the electric field can be estimated
accurately by solving Poisson’s equation [22] for a given tip geom-
etry. In this case it is, however, necessary to calculate the charge
distribution due to the emitted electrons, which is not possible
to accomplish in conventional MD simulations. The screening
effect can also be estimated by considering a simplified planar
geometry, in which case an analytical expression is found for the
field reduction [23] (for instance, a reduction by 20% was found
for the local electric field F ¼ 8 GV

m and the voltage V = 5 kV between
the electrodes).

In the present model the effect of space charge on the current
density is ignored, because of the difficulty in accurately estimat-
ing the screening effect for dynamically changing tips in MD. How-
ever, we note that it would be possible to account for the effect by
calculating the reduction of the current density using Particle-
In-Cell (PIC) simulations [10], either by linking MD and PIC concur-
rently, or by scaling the electric field in the MD based on results
from separate PIC simulations done for similar tips and current.

2.3. Resistive heating

Electron emission gives rise to an electric current, which, due to
resistive heating, increases the temperature of the tip. Because of
the dynamic heating, the tip temperature varies considerably dur-
ing simulations and, therefore, our model must work over a wide
range of temperatures. To meet this requirement, we account for
the temperature dependence of resistivity by using the model
developed by Matula et al. [24] and later improved by Schuster
et al. [25]. In this model the resistivity is given by

qðTÞ ¼ A 1þ BT
h0
þ D

h0

T

� �p� �
U

h0

T

� �
þ q0; ð4Þ

where A = 1.816013 lX cm, B = �2.404851 � 10�3, C = 4.560643 �
10�2, D =�5.976831 � 10�3, p = �1.838419, and qR = 1.803752 �
10�4 lX cm are constants as given in [25], h

0
= 310.8 K � CT, and

UðxÞ ¼ 4
x5

Z x

0

z5ez

ðez � 1Þ2
dz: ð5Þ

For nanoscale protrusions, where the diameter is less than the
mean free path of electrons, finite size effects become considerable.
Using a previously developed code [26] we calculated the resistiv-
ity of copper nanowires of various thicknesses at the temperature
T = 300 K. In the code, the probability of specular reflection of elec-
trons from the tip walls was taken to be 1%, which is close to values
reported in literature [27,28]. We assume that the finite size effect
does not depend on temperature, and thus the corrected resistivity
is given by

qðTÞcorr ¼
qð300 KÞcorr

qð300 KÞbulk
qðTÞbulk: ð6Þ

Due to finite size effects, the resistivity was found to be up to 13
times higher than the bulk value for a tip with a diameter of 5 nm
and up to 65 times higher for a wire with a diameter of 1 nm.

2.4. Thermal radiation

Some of the heat energy generated due to resistive heating is
lost in the form of thermal radiation. Since we assume tips of cylin-
drical shape, we can approximate this kind of energy loss as

PBB ¼ �rBAT4 ¼ �prBrð2hþ rÞT4; ð7Þ

where rB ¼ 5:67� 10�8 W m�2 K�4 is the Stefan–Boltzmann con-
stant and T is assumed to be constant throughout the tip. The
assumption of a constant temperature gives an upper limit for the
radiation; in reality a temperature gradient caused by thermal con-
duction exists, and the temperature at the base of the tip is much
lower than the temperature at the top.

The energy loss due to thermal radiation is often orders
of magnitude smaller than the energy added due to resistive
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heating. Assuming a tip with height 100 nm and diameter 5 nm at
temperature T = 1000 K, the power lost due to radiation is less than
90 pW, while 390 nW is generated due to resistive heating in the
presence of a local field F ¼ 8 GV

m . Moreover, in finite-sized objects
the emissivity is typically much below one [29], which reduces
the thermal radiation even further. At high electric fields we can,
thus, safely assume that thermal radiation is negligible and it is,
therefore, ignored in our model.
2.5. Thermal conduction

The main process competing with resistive heating, and pre-
venting an immediate temperature rise in tips, is thermal conduc-
tion, which strives to lower the temperature of the tip. In the
model we use, the bulk surface, which the tip is attached to, acts
as a heat bath that keeps the bottom of the tip at a constant tem-
perature, while the top of the tip is thermally isolated.

Thermal conduction can be divided into two main components:
lattice thermal conduction, caused by interatomic interactions, and
electronic thermal conduction, due to electronic effects. Classical
MD implicitly handles only lattice conduction [30], even though
electronic conduction usually dominates in metals [31].

To handle the electronic conductivity consistently within a clas-
sical MD code, our model explicitly includes the electronic compo-
nent by considering the macroscopic diffusion equation

@Tðx; tÞ
@t

¼ je

CV

@2Tðx; tÞ
@x2 ; ð8Þ

where je is the electronic thermal conductivity and CV the volumet-
ric heat capacity of the tip material. When resistive heating is also
included, the full heat equation of the tip can be written as

@T
@t
¼ 1

CV
qðTÞJðxÞ2 þ je

@2T
@x2

 !
: ð9Þ

The tip temperature can thus be obtained during simulations by
solving Eq. (9) numerically. The equation is solved in 1D based on
cylindrical symmetry.

The thermal conductivity is also affected by finite size effects
[32]. In our model, the electronic component of the thermal con-
ductivity is calculated based on the Wiedemann–Franz law

je ¼
LT

qðTÞ ; ð10Þ

where L ¼ 23 nW X
K2 is the Lorenz number [33]. The finite size effect is

included by using the resistivity value obtained from Eq. (6) in Eq.
(10). As indicated by Eq. (10) the thermal conductivity depends
on the temperature. However, we approximated the thermal con-
ductivity by a constant value obtained at the room temperature.
The simplification was motivated by the fact that the strong tem-
perature dependence of the resistivity is partially compensated by
the value of the temperature (Eq. 10). The calculation of the actual
dependence over the temperature range T = 300–1200 K showed
that the thermal conductivity varies by only about 20%. Taking into
account the fluctuations due to the dynamic calculations, for sim-
plicity it can be, thus, taken as a constant.
2.6. Analytical solution

The analytical solution of Eq. (9) allows for the analysis of the
temperature evolution in a tip, even when the aspect ratio of the
tip grows larger than what can be simulated using an MD code.
The analytical solution can also be used for the verification of
simulation results.
If instead of Eq. (4), a linear approximation is used to calculate
the resistivity, Eq. (9) has an analytical solution which gives the
equilibrium temperature of the apex of the tip as

Tm ¼ TB sec
ffiffiffiffiffiffiffiffiffi
qR

jTR

r
Jh

� �
; ð11Þ

where TB is the temperature at the base of the tip and h is the height
of the tip, both assumed to be constants, and qR is the resistivity at
some reference temperature TR [34]. If, furthermore, the resistivity
is assumed to be inversely proportional to the tip radius, i.e.

q ¼ aqR

TR

T
r
; ð12Þ

where r is the radius and a is some constant determined, e.g. by fit-
ting a line to inverse resistivity values determined by some more
accurate method such as computer simulations [35], Eq. (11) takes
the form

Tm ¼ TB sec
qR

TR

ffiffiffi
L
p Jb

� �
; ð13Þ

where b ¼ h
r is the aspect ratio of the tip. In the range 0.5

nm < r < 10 nm this approximation is correct to ±6% when a = 70
nm.

It should be noted that b in Eq. (13) is not necessarily equal to
the field enhancement factor bFN, although this is a common
approximation. The exact dependence of the field enhancement
factor bFN on the tip aspect ratio b remains unclear. Commonly ci-
ted values include bFN = 3 + b [36] and bFN = 0.73b + 5.93 [9]. How-
ever, for the purpose of estimating the temperature evolution in an
emitter tip, assuming bFN = b is a simple and good approximation
which is also used in the present work.

2.7. Implementation details

Because the geometry of a simulated tip may change during
simulation, it is not possible to assume that the emission current
density remains constant during simulations. To handle the dy-
namic geometry, the heated tip is divided into separate, discrete
columns, each with the same cross-section area, but of varying
height. The electric field above each column is calculated by
numerically solving Laplace’s equation [37]. Eq. (2) is then used
to calculate the density of the current passing through the column,
towards the top.

The tip temperature is adjusted every simulation time step so
that it matches the distribution given by Eq. (9), which is solved
numerically using the finite difference method [38]. Adjusting
the temperature is accomplished by directly scaling the atomic
velocities for all the atoms on a given height in the tip by a scaling
factor

a ¼

ffiffiffiffiffi
T2

T1

s
; ð14Þ

where T2 is the new temperature and T1 the old temperature of the
atom. Because the velocities are simply scaled, the direction of the
atomic movement is preserved.

3. Results

To verify the model used and its implementation, simulation
results using this model were compared with predictions based
on the analytical solution of the heat equation. In the analytical
calculations an estimated lattice conductivity 3 W

mK were added to
the electronic thermal conductivity given by Eq. (10) to obtain
the total thermal conduction. Our estimate for the lattice
conductivity is of the same order as previous estimates [39].
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Fig. 3. Tip shape after resistive heating (inset shows original tip shape after
relaxation). The middle part of the tip has become narrower due to Rayleigh
instability.
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Fig. 1 shows the evolution of the apex temperature of a tip dur-
ing simulation runs using different heat conduction schemes. It is
clearly seen that the temperature increase is vastly overestimated
if the electronic contribution to thermal conductivity is ignored,
while the temperature curve reaches the level of the analytical pre-
diction after �40ps if both lattice and electronic conductions are
considered. A constant current density was used to make compar-
ison with the analytical solution easier.

The model was also tested by heating tips of various heights
with the assumption of a constant current density for comparisons
with the analytical predictions. Fig. 2 shows both equilibrium tem-
peratures as obtained by simulations and by Eq. (11). Although the
temperature fluctuations at high temperatures were fairly high in
the simulations, the obtained temperatures are very close to the
analytical predictions.

Thermal instability, known as Rayleigh instability [40], may
break nanowires at temperatures as low as 670 K [41], while the bulk
melting temperature is 1295 K according to the Sabochick–Lam
potential used. We also observed a similar phenomenon leading
to the formation of a clearly thinner part of the tip in some simula-
tions (Fig. 3), which suggests that there is a probability that even a
moderate temperature increase may lead to the formation of large
atom clusters detached from the tip. However, the impact of the
instability on field evaporation rates was not investigated further.

When finite size effects are accounted for, the maximum
temperature a tip can reach depends only on the emission current
density and the tip aspect ratio. If, furthermore, it is assumed that
the enhancement of the applied field above the tip is purely
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160 Å
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According to experiments, breakdowns on conditioned copper
surfaces occur when an external field of E � 170 MV

m is applied.
During the experiments a field enhancement factor of b � 50 is
measured [2]. As shown in Fig. 4, such values lead to the melting
of the tip when it is assumed that the field enhancement factor
is given directly by the tip aspect ratio and finite size effects are
considered, suggesting that tip melting is indeed an important fac-
tor in breakdowns, as suggested previously. However, for uncondi-
tioned surfaces enhancement factors of b � 20 and breakdown
fields of E � 300 MV

m have been measured, which does not lead to
significant heating of the surface according to Fig. 4, and it is there-
fore possible that some other mechanism lies behind them.

4. Conclusions

The electronic effects which cause the dynamic change of tem-
perature in the tip, exposed to a high electric field, were success-
fully included in an MD algorithm. The model accounts for
dynamic changes of both tip geometry and temperature and gives
an accurate and detailed view of the temperature development,
including the temperature gradient, in tips.

Comparisons with analytic predictions show that the imple-
mented electronic effects are needed to obtain correct tempera-
tures and that vastly overestimated heating rates are obtained if
electronic conduction is not included.

For nanosized field emitters, it is critical to account for finite
size effects since both electric and thermal conductivity have a
strong size dependence at this scale. Failing to account for finite
size effects leads to an underestimation of the final temperature
a tip will reach when a given electric field is applied.
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