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Understanding the melting mechanisms of nanocrystals embedded in solids is of great current interest since
both the synthesis and modification of such systems frequently involve the use of high temperatures. Using
molecular-dynamics computer simulations we study the melting mechanisms of Cu, Ag, and Au nanoclusters
embedded in metal matrices and Si nanocrystals in amorphous silica. The results show that nanocrystals
embedded in a solid bulk material with a higher melting temperature exhibit complex melting behavior and can
even, in the same system, exhibit four distinct stages prior to full melting of the system.
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I. INTRODUCTION

The thermodynamic properties of nanoclusters in vacuum
and dilute gases have been studied extensively.1 They have
been found to exhibit interesting behavior with no counter-
part in conventional thermodynamics, such as temperature
regions where a cluster may fluctuate between ordered and
disordered regions, thus making the melting temperature ill
defined.1 On the other hand, the thermodynamic properties of
nanoclusters embedded inside solids have been studied much
less than those of clusters in vacuum, in spite of their great
potential for practical application in optoelectronics and
memory circuits.2,3

While nanoclusters in vacuum are well known to usually
melt at temperatures much below the normal bulk melting
point1,4 �with the exception of some very small systems with
only a few tens of atoms5,6�, embedded nanoclusters have
been variously reported to melt below or above the bulk
melting temperature.4,7–20 Perhaps the most intriguing is the
experimental4 and computational evidence21 of embedded or
coated nanoclusters which shows that even in the same sys-
tem, the melting point can be either lowered or increased
depending on the nature of the interface. Several different
theoretical models have been proposed to explain the melting
mechanisms in embedded nanoclusters but it is not clear
which, if any, of them has general validity �for a recent re-
view see Ref. 4, and references therein�.

In the current work we employ molecular-dynamics �MD�
computer simulations to study the atom-level melting mecha-
nism of nanocrystals embedded in solids, with the aim to
determine how many stages precede full melting of an em-
bedded nanocluster system. We focus the study on face-
centered-cubic �fcc� metal nanocrystals inside other fcc met-
als but also examine Si nanocrystals in amorphous silica to
show that the results have validity also in a quite different
kind of system.

II. METHOD

We examine the melting mechanisms of embedded nano-
crystals using MD simulations—the same approach that have
given much valuable insight into the thermodynamics of
nanoclusters in vacuum �see, e.g., Refs. 6 and 22–26�. We
chose to study metal nanocrystals inside fcc metals since this

system is well known with respect to other properties27,28 and
well-tested potentials exist for them,28,29 as well as Si nano-
crystals inside amorphous silica due to their great application
potential.2,30,31 The specific metal combinations chosen were
Cu nanoclusters in Co matrices and Ag and Au nanoclusters
in Cu matrices. We focused in particular on the case of Cu in
Co since these metals have a large melting point difference.
The MD simulations were carried out using the PARCAS
code—well tested in simulation of nanoclusters.25,32–34 For
the metals we used embedded-atom method type of
potentials35,36 and for the Si-silica system we used an
angular- and environment-dependent potential known to de-
scribe well the structure of both pure Si and amorphous
silica.37,38

The nanocrystals were cut out as spheres from the equi-
librium bulk crystal structures, with diameters in the range of
0.8–6 nm. They were then inserted into the surrounding ma-
trix material, into a spherical hole cut into exactly the same
size, after rotation at a random angle in the center of the
simulation cell. Periodic boundary conditions were used in
all dimensions. The lattice constant for the cluster and matrix
was that of each element in equilibrium in the bulk phase at
each temperature. The metal matrices were created directly
in the fcc crystal structure, while amorphous silica was pre-
pared as described in Refs. 39 and 40. Prior to insertion, the
cluster was slightly compressed so that no pair of atoms
would initially be unrealistically close to each other. The
system was then simulated for 5 ps at 100 K so that the
cluster obtained a realistic interface with the surroundings.
The surrounding system was a cube two times larger than the
cluster diameter in all dimensions �a few cases were repeated
with three times larger cubes and showed identical melting
behavior�. For each combination of elements, cluster size,
and temperature, 5–16 simulations with random initial rota-
tion were carried out to obtain statistics.

After the creation of the embedded nanocrystal, the actual
melting simulations were carried out. The system was raised
up to the desired temperature over 50 ps, after which it was
simulated at least for 100 ps at each temperature T. The
temperature control of Berendsen et al.41 was used for heat-
ing and for keeping the cell at the desired temperature. The
time constant was set to 5 ps, which is sufficiently large to
allow natural temperature fluctuations in the system. The
pressure control of Berendsen et al.41 with a time constant of
1 ps was used to keep the cell at zero pressure.
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The behavior of the system was analyzed by visual in-
spection of cross sections of the simulation cell, by determin-
ing the diffusion constant D from the mean-square atom dis-
placements divided by simulation time, and by using angular
structure factor analysis �see Sec. III C�. D was determined
separately for the cluster atoms only �after the final tempera-
ture had been reached�, as well as the whole simulation cell.
Since atoms can move by each other in a liquid, melting is
clearly visible as a sharp increase in D�T� with increasing
temperature.

III. RESULTS

Since we obtained the most comprehensive set of results
for the system of Cu nanoclusters in Co, we will focus the
discussion on this system, and we will mention explicitly if
the results are for one of the other systems. As a function of
cluster size, the initial structure of the clusters behaved over-
all as follows. Cu clusters smaller than 2 nm become, already
in the initial relaxation stage, epitaxial with the surrounding
matrix regardless of their initial rotation. Clusters in the size
range 2–3 nm generally became epitaxial with the matrix
either in the relaxation or initial stage of the long simulations
but some defects remained in them �since the lattice con-
stants do not match, a perfect match of atom numbers for
epitaxiality is unlikely�. Clusters that are 4 nm or larger in
size kept their random orientation.

A. Diffusion

The behavior of the diffusion constant as a function of
temperature is illustrated in Fig. 1. As expected, at the high-
est temperatures, D�T� rises rapidly as the system melts and
the atoms become highly mobile in the molten phase. How-
ever, the behavior prior to the sharp rise is interesting. In-
stead of a diffusion constant of almost exactly zero which
would be expected in a perfect crystal �note that diffusion by
thermally generated vacancies is not possible here since no
vacancy source is present in the simulated system�, D�T�
clearly differs from zero before the sharp rise �T range from

1050 to 1450 K for Cu and 1000 to 2500 K for Si�. While the
shape is qualitatively the same in both cases, the curves are
shifted with respect to each other because of the difference in
melting point in the materials in the bulk phase. This indi-
cates that premelting behavior allows for enhanced atom mo-
tion prior to the melting of the whole system.

B. Mechanisms

Careful visual analysis of the system as well as quantita-
tive angular structure factor analysis revealed that in fact at
least four different mechanisms are active below the melting
temperature of the whole system Tmelt,system. These are num-
bered �i�–�iv� and described as follows. The mechanisms are
illustrated in Figs. 2 and 3 and in the animations available in
the supplementary EPAPS material.42

�i� As mentioned above, some of the clusters contain de-
fects. These become mobile at some temperature and tend to
migrate to the interface, where they remain in motion. The
defect migration increases the diffusion constant. Since the
defects tend to remain at the interface, this mechanism can
also be considered partial interface melting. In the smallest
��2 nm� systems, which became epitaxial and contained no
defects, some atom exchange was observed, which is likely
made possible due to the large strain in the system.

�ii� At slightly higher temperatures, the clusters were ob-
served to fluctuate between different states. They could, e.g.,
switch back and forth between an epitaxial and random state,
and ordered and disordered structures. This stage is different
from stage �i� such that the fluctuations occur everywhere in
the cluster and not only at the interface. The lowest tempera-
ture at which either mechanism �i� or �ii� became active is
defined as the partial melting temperature Tmelt,partial.

�iii� At some temperature, the nanocrystal melted com-
pletely. This temperature is defined as the nanocluster melt-
ing temperature Tmelt,cluster and is the one where D�T� starts
its rapid rise.

�iv� Above Tmelt,cluster but below the melting temperature
of the matrix, the strain associated with the cluster may de-
stabilize the surrounding cluster matrix, leading to a “melt-
ing” �formation of a disordered zone with decreased order
parameter43� of also the matrix material at the interface with
the nanocluster.

The snapshots on the melting mechanisms in Fig. 2 and
animations are, for clarity, made on atom positions averaged
over time to reduce the effects of thermal vibrations around
the equilibrium position. To provide a point of comparison,
Fig. 3 shows atom positions which are not averaged over
time. In the 0 ps snapshots, the atoms look well ordered since
the cell is at 100 K, but for the snapshots at larger times the
large thermal fluctuations in Fig. 3 make interpretation of the
results more difficult. However, fluctuations between states
�mechanism �ii�� and melting of the bulk part of the interface
�mechanism �iv�� are also fairly well visible in the non-time-
averaged plot �Fig. 3�.

Diffusion constant and visual analysis was carried out to
determine which mechanisms are present for all simulated
cluster size and temperature combinations in the Cu in Co
system. The results are illustrated as a phase-diagram-like

FIG. 1. Diffusion constant of the nanocrystal atoms only for Cu
nanocrystals in Co and Si nanocrystals in silica. The short vertical
lines show the melting points of the nanocrystal elements in the
bulk phase within the potential model used.
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plot in Fig. 4, where symbols are used to show the state of
the system for each temperature-size combination.

C. Angular structure factor analysis

To quantitatively analyze the melting mechanisms, we
carried out angular structure factor analysis44,45 of the nano-

FIG. 2. Illustration of the melting mechanisms of Cu nanocrys-
tals in Co. The atom positions are time averaged over intervals of a
few picosecond. Darker spheres illustrate Cu atoms and lighter ones
illustrate Co. The figures are cross sections of the middle of the
simulation cells. The temperatures indicate the final temperature in
the system, to which the temperature is raised over the first 50 ps in
the simulations.

FIG. 3. Illustration of the melting mechanisms of Cu nanocrys-
tals in Co. The atom positions are not time averaged. Darker
spheres illustrate Cu atoms and lighter ones illustrate Co. The fig-
ures are cross sections of the middle of the simulation cells. The
simulations were started at a temperature of 100 K in all cases, and
the cells were heated up in all cases to within 30 K of the final
temperature in 50 ps.
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crystal and matrix atoms. This approach uses the angles be-
tween bonds to nearest neighbors to calculate a structure fac-
tor Pst�i� for each atom i. This value is normalized in such a
way that the angular structure factor of an atom in a perfect
lattice is exactly 0, and in a perfect lattice position with
thermal displacements it is close to zero. In an amorphous or
liquid surrounding the structure factor of an atom is around
0.5. This approach has also previously been shown to corre-
spond well to a kinetic-energy criterion for detecting local
transient molten zones.46

For the purposes of the current paper the absolute scale of
the Pst values are not important. Instead it is sufficient to
note that high values of Pst correspond to a higher degree of
disorder, i.e., melting. To analyze the degree of melting, we
calculated the Pst�i� separately for nanocrystal and matrix
atoms in several melting runs. In accordance with Ref. 45,
atoms with a structure factor higher than 0.2 were considered
to be disordered �defect or liquidlike atoms�. To reduce
short-time scale fluctuations, the results were further time
averaged over 5 ps time intervals.

Since the embedded nanocrystals always have a partly
disordered interface with the surroundings and the simulation
cell is finite, the average structure factor for the nanocrystal
�Pst

cr� as well as the matrix �Pst
ma� will be nonzero also at the

beginning of the simulations. If a nanocrystal melts partly or
fully during a simulation starting from a low temperature,
�Pst

cr� will increase with time due to the increased disorder.
Moreover, if the surrounding matrix melts partly or fully,
�Pst

ma� will also increase.
Results from the Pst analysis are shown for 2 nm clusters

in Figs. 5 and 6. The figures show the fraction fdis of cluster
or matrix atoms that are disordered �Pst�0.2�. If a nanocrys-
tal melts partly or fully during a simulation starting from a
low temperature, fdis

cluster will increase with time due to the
increased disorder. Moreover, if the surrounding matrix melts
partly or fully, fdis

matrix will also increase. The results of fdis can
be compared with the mechanisms indicated in Fig. 4 for a
cluster diameter of 2 nm.

Inspection of Fig. 5 shows that in all cases the degree of
disorder in the Cu nanocrystal first drops. This is because the

simulation is started at 100 K, and while the cluster is heated
up during the first 50 ps, the interface first reorganizes into a
more ordered state. For the determination of the melting
mechanisms, the most interesting is the behavior after about
20 ps.

At the lowest temperature, 1100 K, the degree of disorder
continues dropping and reaches a roughly constant value.
This is consistent with the behavior expected for mechanism
�i� described in text—partial interface melting. At 1400 K the
degree of disorder is slightly higher and varies more with
time, as expected for mechanism �ii�—fluctuations between
states. At 1600 and 1700 K the cluster melts completely
�fdis

cluster=1.0�, as expected for mechanisms �iii� and �iv�.
Figure 6 shows the degree of disorder of the matrix atoms

fdis
matrix in the same simulations. The initial value of 0.29 is

relatively high because strained atoms close to the interface
become counted as disordered ones by the limit used, but as
discussed above the absolute value is not significant in the
current context. After the final temperature has been reached
at 50 ps, fdis

matrix remains practically unchanged at 1100 and
1400 K. This is as expected from the description of mecha-

FIG. 4. Phase-diagram-like plot of the different observed states
of Cu nanocrystals embedded in a Co matrix. The lines are guides
for the eyes to allow for easy distinction of the different regions.
For detailed descriptions of the mechanisms, see text.
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FIG. 5. Results for angular structure factor analysis of 2 nm Cu
nanocrystals in Co—fraction of atoms with a structure factor asso-
ciated with defective or liquid atoms �cf. Ref. 45�. �a� shows results
for a nanocrystal in a 4 nm side length simulation cell. �b� shows
results for a 6 nm side length simulation cell. The simulations were
started at a temperature of 100 K in all cases, and the cells were
heated up in all cases to within 30 K of the final temperature in 50
ps.
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nisms �i� and �ii�; since only the nanocluster partly melts, no
change in the matrix disorder is expected. At 1600 K fdis

matrix

somewhat increases as the cluster fully melts �mechanism
�iii�� and increases the disorder at the interface. At 1700 K
fdis

matrix strongly increases and fluctuates because the matrix
melts close to the nanocrystal interface, as expected for
mechanism �iv�. Note, however, that the degree is disorder
still remains much below 1.0, confirming that the whole ma-
trix does not melt.

Thus we conclude that the quantitative structure factor
analysis gives results which are fully consistent with the de-
scription of melting mechanisms �i�–�iv� given in Sec. III B
based on visual analysis.

The results for the Cu cluster are also shown for two
different simulation cell sizes, see Figs. 5�a� and 5�b�. The
behavior is, excepted for different random thermal fluctua-
tions, exactly the same for the two box sizes, confirming that
the results are not dependent on the box size. Also simula-
tions for some other cluster sizes were repeated with a larger
box size �cube length three times the cluster diameter rather
than two times�, and in all cases the melting mechanism was
not dependent on the simulation cell sizes.

D. Other systems

Similar premelting behavior as that in the Cu in Co sys-
tem was also observed in the Ag in Cu and Au in Cu sys-
tems. However, since the melting temperature difference be-
tween the two elements is small, it was difficult to give
quantitative temperature limits for the various states. Hence
these systems were not analyzed in as great detail as the Cu
in Co one.

The Si in silica system also showed a similar region of
premelting, which is well visible in Fig. 1. Visual analysis of
the system in this temperature regime showed that at the
lower temperatures, groups of about 5–20 atoms were
formed where the atoms exchanged positions with each
other. This behavior is similar to the onset of interstitial-

mediated melting previously described for bulk Cu �Refs. 47
and 48� and can be considered a form of fluctuations of the
state of the cluster �mechanism �i� if it occurs only at the
interface and mechanism �ii� if it occurs everywhere in the
cluster�. At higher temperatures the cluster melted at the in-
terface prior to its full melting.

IV. DISCUSSION

The dependence of Tmelt,partial and Tmelt,cluster on the cluster
diameter d for the Cu in Co system is illustrated in Fig. 7.
The data were, considering the uncertainty of �50 K from
the temperature interval of 100 K, well fit by functions of the
form T0+a /d, where d is the diameter of the cluster and a
and T0 are fitted constants. Fitting a modified functional form
of T0+a /db gave values of b very close to 1, showing that
the functional form indeed is of the form 1 /d.

The observed 1 /d behavior is well in line with several
analytical models of the melting of nanocrystals.10,12,17,22,49,50

However, in most previous cases studying nanocrystals in
vacuum, the direction has been the opposite since those clus-
ters melt completely below the bulk melting point, whereas
our embedded clusters fully melt above it �see Fig. 1�. These
models are based on considerations of how the surface and
interface energies affect the cohesion and melting of the
crystals. On the other hand, it is clear that a single analytical
model clearly cannot describe all aspects of the complex
melting mechanisms illustrated in Fig. 4.

The observation that defects can migrate in the nanoclus-
ter �mechanism �i�� resembles experimental observations for
Xe bubbles in Al, where motion of dislocation was directly
observed.51 However, in the case of dislocations no associa-
tion was made with melting. The migration we observe oc-
curs on more than 10 orders of magnitude faster time scales
than the dislocation motion and would thus in experimental
observation be visible as a random change in the nanocrystal
atom positions which could be easily confused with com-
plete melting. The observation that the first stage of melting
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FIG. 6. Results for angular structure factor analysis of the Co
matrix surrounding a 2 nm Cu nanocrystal—fraction of atoms with
a structure factor associated with defective or liquid atoms �cf. Ref.
45�. The simulations were started at a temperature of 100 K in all
cases, and the cells were heated up in all cases to within 30 K of the
final temperature in 50 ps.

FIG. 7. Dependence of the partial and full melting temperatures
of the Cu nanoclusters on the diameter. The lines are fits of a curve
of the form 1 per diameter to the data. The horizontal line shows the
melting points of Cu in the bulk phase within the potential model
used.
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is defect migration to the interface is also well in line with
experimental observations that the melting of In particles in
Al starts from the side facets of the particle.4,52

The fluctuations between different states of the system at
the same temperature �mechanism �ii�� are similar to the
fluctuations previously reported for nanoclusters in
vacuum.1,53 Mechanism �iv�, melting of the bulk part of the
interface, can be understood in terms of interface melting.
Several theoretical models of surface and interface melting
have been presented,43,54,55 and very recently a Landau
model of melting has been extended to describe the melting
of surface layers of nanoparticles.50 Although these models
focus on the melting of the nanoparticle, many of the models
show that in an interfacial system the disorder can extend
also to the other side of the interface.43 A somewhat similar
effect to mechanisms �iv� was also reported by Jin et al.,26

who showed that a small core can induce the melting of a
larger surrounding nanoparticle.

Our overall result that the melting point of embedded
nanocrystals is not well defined but that a regime of different
melting mechanisms exists shows that the common assump-
tion in nanocrystal melting models of a single melting point
is not well justified.10,18 However, our observations are in
excellent agreement with very recent experimental result15

which show that the melting of Cu nanocrystals involve at
least two stages and a report that the melting of Au nano-
crystals occurs gradually.9

Our results in fact suggest a likely explanation to the large
differences in reported melting temperatures of embedded
nanocrystals. Note that melting begins below the bulk melt-
ing temperature but is not complete until well above it �see
Fig. 1�. Different experimental methods may give different
interpretations of the different stages. The first mechanisms
�i� and �ii� of defect motion and fluctuation occur when the
nanocrystal still clearly remains overall crystalline. However,
the migration and fluctuations occur on subnanosecond ti-
mescales, so if the clusters are imaged in real space on mac-
roscopic timescales, they could appear molten as the experi-
mental image would average over very large numbers of
atom positions changed by the atom motion. For mechanism
�i� the experimental image could seem like interface melting,
and for mechanism �ii� it could seem like full melting of the
cluster. This could specifically be the case in transmission-
electron microscopy �real-space images�4,52 and Rutherford
backscattering/channeling experiment.8,11,14,54 On the other
hand, methods which measure the average atomic short-

range order such as Raman and certain x-ray approaches14,56

would be expected to interpret nanocrystals to still remain
crystalline during the defect motion state.

The current results also have bearing on several potential
application areas of nanocrystals. The different stages of
nanocrystal melting need to be considered when interpreting
results of laser processing of nanocrystals, where strong
heating of the crystals has been used to control the strain
state of the system.3 The observation that atom reorganiza-
tion can begin in nanocrystals well below their melting tem-
perature needs to be considered when planning annealing
temperature ranges for nanocrystals. The atom reorganization
might in fact aid the crystallization of the nanocrystals at the
end of an Ostwald ripening57,58 annealing. On the other hand,
if the defects freeze in after the annealing, they are likely to
affect the electrical and optical properties of the crystals.59

V. CONCLUSIONS

In conclusion, we have shown that nanocrystals embed-
ded in a solid bulk with a higher melting temperature exhibit
a many-faceted melting behavior. We observe four different
mechanisms that precede full melting of the system. These
are, in order of increasing temperature, �i� defect motion in
the cluster leading to partial interface melting, �ii� fluctua-
tions between ordered and disordered states, �iii� melting of
the nanocrystal but not the surrounding bulk, and �iv� melt-
ing of the surrounding bulk at the interface with the nano-
crystal. While all of the mechanisms have in some form been
previously reported in the literature, the current work showed
that even a single system can have at least four different
stages of melting. We further argue that due to this complex-
ity, different experimental methods may interpret the same
system as either molten or crystalline due to the different
ways the atomic state is measured.
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