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Multiscale modelling of irradiation in nanostructures
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Abstract Ion and electron irradiation can be used to modify not only conven-
tional materials such as silicon, but also nanostructures. This opens up exciting
possibilities for basic science studies of how materials behave under an external
force driving them off equilibrium, and creating new kinds of nanostructures of
potential application interest. Radiation effects are almost without exception
a multiscale phenomenon, and hence modelling them theoretically requires the
use of multiple different levels of simulation tools. In this Article we discuss
the multiscale modelling framework relevant for modelling nanoscale phenom-
ena, review briefly the most widely used modelling tools relevant for them,
and present some recent examples of their use.
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1 Introduction

Particles with kinetic energies clearly above conventional thermal energies, i.e.
with Ekin > 1 eV, exist in nature due to cosmic radiation and radiation decay.
Nowadays such ions are also produced in a wide range of man-made devices for
basic research and practical applications. For instance, the great accelerators at
CERN and other particle physics laboratories in the world attempt to unravel
the fundamental nature of the universe [1,2] and numerous smaller devices are
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widely used for equally exciting research in physics [3], chemistry [4], medicine
[5] and nanoscience [6]. On the application side, ion implantation is one of the
key technologies in silicon chip manufacturing [7,8], and electron accelerators
are having an important role in treating cancer [9]. All of these activities make
it interesting and important to understand what the fundamental effects of
high-energy particles on matter are.

Ion and electron irradiation can be used to modify along with conventional
materials such as silicon also structures reduced to the nanosize, which are
highly promising for future applications. Naturally, nanostructures are also
relevant to current and future silicon technology (as also evidenced by the
other articles in this Volume). In advanced transistor structures such as Fin-
FET’s [10], some of the active parts are spatially confined in two dimensions,
which is the definition of a nanowire. In nanocluster memories [11] the key
component is a quantum dot that is on the nanoscale in all dimensions. Small
nanoclusters embedded in a silicon-based matrix [12] have exhibited new opti-
cal features, which may help to create a desirable combination of photonic and
electronic devices in a single silicon chip [13–15]. On the other hand, ion im-
plantation remains a key technology in semiconductor manufacturing [8]. The
shrinking feature size, on the other hand, also increases the risk that natural
radiation (from e.g. cosmic rays and radioactive isotopes) causes problems in
transistor operation either in the form of single-event electronic upset events
or long-term damage buildup. Both reasons make study of radiation effects in
nanostructures of major interest for semiconductor technology.

Radiation effects are with a few exceptions a multiscale phenomenon, ei-
ther in space or time, and usually in both. The exceptions include, for instance
low-energy, low-fluence, low-flux, low-temperature sputtering yields may be
determined fully by what happens in single cascades of nuclear collisions on
nanometer length scales and picosecond time scales [16,17]. If the ion ener-
gies are not low but in the MeV regime, sputtering by electronic excitations
may become dominant, making the effect multiphysics and thus multiscale, as
the origin of sputtering and its later stages are described by different physical
phenomena (electronic excitations and atomic motion), which also develop on
the time scales different by several orders of magnitude [18–20]. If the flu-
ences are not low, preferential sputtering will modify the surface composition,
bringing in the necessity of applying a multiscale approach in describing the
phenomenon since the physics and chemistry of materials composition change
has to be included in understanding the sputtering yields [21–23]. If the fluxes
are not low, which often is the case e.g during plasma bombardment of the
materials, buildup of metastable surface layers [24] or overlapping of heat
spikes [25] may strongly modify the sputtering yields, making the sputtering a
multiphysics effect between materials and plasma physics. If the temperatures
are not low, thermally enhanced desorption can enhance the sputtering yields
dramatically, making the process multiscale in time [26,27].

Many other radiation effects are essentially always multiscale. The radi-
ation damage production in almost any material practically always involves
several stages, such as athermal primary damage production, thermally acti-
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vated defect migration, phase changes and damage buildup. Fig.1 a illustrates
the difference of time spans relevant to different physical processes. These
processes can be combined in one to follow the irradiation process in total,
including the possible long term consequences. Each of these processes tradi-
tionally are modelled by using simulation too ls valid within the corresponding
time spans. Due to the multiscale and multiphysics nature of radiation effects,
it is natural that modelling the radiation effects theoretically requires the use
of multiple different levels of simulation tools that are capable of handling dif-
ferent levels of physics. Fig.1b illustrates the simulation tools used to simulate
different processes versus the time spans, within which the corresponding tool
is valid.

The nanoscale is of special interest with respect to studying radiation ef-
fects. Nowadays there are several experimental tools (such as transmission
electron microscopy (TEM) [28] and the scanning probe microscopies (SPM)
[29–31], that are capable to image the nanoscale structures and features. These
make it possible the direct study of primary damage created by ion irradiation,
as this damage usually does not exceed the nanoscale. (several examples will
be given later in this Article). This simplifies the use of multiscale modelling,
in that the methods needed to achieve the macroscopic scale (right part of
Fig. 1), such as finite-element modelling, might not be needed in nanoscale
systems. This is of major basic science interest, as it reduces the level of com-
plexity involved and hence may enable detailed direct study of fundamental
radiation effects. Unfortunately the multiscale nature of modelling time still
remains, as the time resolution of the common nanoscale experimental tools
still remains of the order of magnitude of seconds (typical in situ TEM’s have
time resolutions of a normal video frame rate of 1/24 seconds, while SPM
operation is often on the time scale of minutes.

Multiscale modelling is one of the concepts in current computational sci-
ences to approach the problem of time and length span differences between sim-
ulations and experiments. It can be defined as using several different kinds of
simulation models to address a physical question. Use of multiscale modelling
is of course not limited to materials and nanoscience: for instance modelling
of fusion plasmas regularly uses several different levels of plasma simulation
methods [32]. In this Article, however, we restrict the discussion to materials
science modelling.

Multiscale modelling methods can quite generally be divided into sequential
and concurrent multiscale methods. Sequential multiscale modelling means
that each physics model (and hence simulation code) is run separately from
each other, and only a set of data is passed from one code to the next. A
relatively simple example could be to use density-functional theory (DFT)
calculations to obtain the migration prefactor and activation energy of points
defects, and subsequently use these as the migration parameters in a separate
kinetic Monte Carlo (KMC) simulation.

In concurrent multiscale modelling two or more physics models are run
in the same simulation software, switching between the two models within
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some simulation loop of the software, or even running them in parallel on a
multiprocessor system.

Presently, multiscale modelling is much more often carried out sequentially
rather than concurrently. The reason is in part simplicity in implementation,
as making a tightly linked code with several different physics levels is certainly
more difficult than implementing a single code. However, in many cases imple-
menting a concurrent model would, even if theoretically possible, be completely
impractical. To return to the DFT+KMC example on defect migration: in an
alloy it could be beneficial to get the migration rates on the fly, as there is in
principle an infinite number of migration rates when the atomic composition
around a defect changes. However, as a DFT calculation of a single migration
rate typically takes of the order of a day of CPU time, and a typical KMC
calculation requires billions of steps, a concurrent DFT+KMC model would
(while in principle relatively simple to implement) be prohibitively expensive
computationally.

Naturally the distinction of sequential and concurrent multiscale modelling
is not sharp. For instance, a situation similar to the DFT+KMC example can
be handled by using DFT to parametrise a large number of migration energies
for different defect configurations, then use either a parametrised equation [33]
or artificial intelligence (AI) [34] to efficiently determine the migration ener-
gies within the KMC model. The latter approach can be classified as a hybrid
sequential concurrent multiscale model, as it involves 3 different simulation
models, two of which are run concurrently. Such a model allows within KMC
runs for the barriers obtained on-fly by AI, but based on the initial informa-
tion obtained by DFT or molecular dynamics (MD) methods prior the KMC
simulation [34].

In this Article we discuss the multiscale modelling methods relevant for
modelling nanoscale phenomena. The focus is on presenting the main princi-
ples of the most widely used tools relevant for modelling nanoscale radiation
phenomena, and to present some recent examples of their use. The examples
are chosen with emphasis on cases which are in some way, sequentially or
concurrently, multiscale, and presented in order of the “highest-level” (time-
or spacewise) simulation method description. This review does not attempt
to be comprehensive, but rather to give a flavour of what can be done with
present-day algorithms and computers. For more comprehensive reviews of
radiation of nanostructures the reader is encouraged to consult other recent
review articles, e.g. [35,36,6,37].

In the next subsection, we give a brief overview of radiation physics. After
this we proceed to discuss the methods and give selected examples of the use
of each.

1.1 Overview of radiation physics

A charged particle traversing in matter is slowed down by energy loss to
electronic excitations (electronic stopping power) and in collisions with atom
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a)

b)

Fig. 1 Schematic of multiscale physics (top) and modelling (bottom) of radiation effects in
materials. The boxes illustrate roughly the most appropriate usage range for the methods.
The box limits should not, however, be understood very strictly, as they have been drawn
not to overlap too much for clarity. For instance, finite-elements methods can be used down
to the nm scale, and kinetic Monte Carlo can for rapid processes well be sometimes used
down to ps timescales. Naturally, for nanoscale objects, the physics and modelling methods
for µm and larger scales is not necessarily relevant.
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cores/nuclei (nuclear stopping power) [38,39,3]. The electronic excitations can
cause damage in ionic materials or for very high (> MeV/amu) ion energies
[40,41] in the so called swift heavy ion regime (see section 5.2.2). Photon irra-
diation creates damage largely by electronic excitation processes causing bond
breaking [42], although very high-energy gamma photons can also produce
damage by atomic recoil processes [43]. Neutrons create damage via several
different mechanisms, but usually the most significant is giving lattice atoms
a nuclear recoil energy in the 10 – 100 keV energy range [44].

The mechanisms by which the collisions with nuclei (primary knock-on
atoms (PKA) from ions, neutrons or electrons) produce damage in a mate-
rial can in most cases be well divided into two categories by time scale, see
Fig. 2. The PKA induces a cascade of atomic collision processes and strong
off-equilibrium material heating caused by the thermalization of the atoms.
Numerous computer simulation and experimental studies have shown that the
time scale for the ballistic atom collision processes is of the order of 100 fs,
and the time scale for subsequent thermalization of the collisions 1 – 10 ps
[45,46], see Fig. 2. After this athermal (meaning that equilibrium thermally
activated processes are not significant) stage, long-time scale (nanoseconds to
years) damage evolution caused by thermally activated processes can occur.

The first stage involves a dramatic and very quick change in energy of the
system, while the latter stage involves numerous smaller and slower changes.
Hence, the analogy with the flow of water in the original meaning of the word
“cascade” (meaning a waterfall) could be logically extended to call the latter
defect evolution stage a “defect rapids”. The word rapids is well motivated
as most of the evolution occurs on subsecond timescales, which are very fast
considered from a macroscopic human perspective.

The damage can take many forms: in a crystal it is easy to understand
that an atom, if given sufficient energy, is kicked out from its initial lattice
site, leaving an empty site (a vacancy) behind and creating an atom at an
interstitial site in front [47]. It is important to appreciate that the formed
crystal defects can also be much more complicated: they can, for instance,
be defect clusters [48], amorphous zones [49], dislocation loops [50] or three-
dimensional defects [51,52]. On surfaces, the damage can also take the form of
adatoms [53], craters [54,55] and ripples [56,57], and in amorphous materials
over- or undercoordinated atoms [58] or empty (porous) regions [59].

All defects are in principle mobile, as they are per definition in higher
energy states than the ground energy state of atoms in the system [60] and
there must be some energy barrier which, if overcome, would bring the atoms
from the defect state back to the ground state. However, some mobility energies
may be so high that the defect system becomes immobile and stops evolving
for all practical purposes at a fixed temperature. For instance, in Si the single
vacancy and interstitial defects are mobile [61], but some larger defects like
e.g. the rod-like defects lying on 311 crystal planes (“311 defects”) [62,63] are
essentially fully stable at room temperature. Similarly, in Cu it has been well
established that larger vacancy clusters are fully stable at room temperature,
but can be annealed out at elevated temperatures [64].
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On the nanoscale, the above picture largely still holds, but the large surface-
to-volume ratio characteristic of nanoobjects makes it more likely that surface
or interface effects play a role, see illustration in Fig. 3. Numerous experiments
and simulations show that the presence of a surface near a collision cascade
can have major effects on the outcome [65–69,54,70–73,55,74,56,75,53,57].
Hence it is natural to expect that radiation effects in a nanostructure (which
have surfaces in 2, 4 or 6 directions for nanofilms, nanowires and nanoparticles,
respectively) can be profoundly different from those in the bulk.

In the following we give a short overview of different methods that are used
to simulate radiation effects in nanostructures together with some examples of
their application, which indeed in many cases demonstrate major differences
to the behaviour in bulk systems.

2 Time-dependent Density Functional Theory

2.1 Method

Time-dependent density functional theory attempts to describe both atomic
motion and electronic excitations in a system. It tries in principle to solve the
time-dependent Schrödinger equation for all atoms and electrons in a system,
but for computational efficiency, the real solution is replaced by the approxi-
mations of density-functional theory (see section 3 below).

It is computationally extremely demanding, and the algorithms are still
strongly under development [76–79]. Practical TDDFT simulations seldom in-
volve more than ∼ 50 atoms and sub-picosecond timescales. However, the
major advances in computational capacity coupled with TDDFT implementa-
tions in widely used codes such as SIESTA [80] have now started to make the
use of TDDFT viable to study some aspects of radiation effects. TDDFT can
become especially important for simulations of radiation effects, because these
typically do involve electronic excitations e.g. in the form of the electronic
stopping power.

2.2 Examples

2.2.1 Proton stopping in nanotubes

In graphitic structures, the Fermi velocity vF = 8×105 m/s, which, assuming
hydrogen as a projectile, corresponds to ion energy of around 3 keV. Although
the role of non-adiabaticity is, to some extent, smeared out due to good con-
ducting properties of nanotubes, several attempts have been made to assess
the role of electronic excitations in ion collisions with carbon nanostructures
[76–78].

The advantage of the TDDFT approach is that it explicitly takes into
account the electronic structure of the target and thus discriminates among
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Fig. 2 Schematic illustration of the development of damage in a material induced by an
energetic particle. The initial particle can be a gamma quantum, electron, ion, neutron, or
some other more exotic particle or particle agglomerate. In ion-induced collision cascades
in keV energies, the initial particle often becomes part of the cascade itself. The first atom
in the material that receives a recoil energy from the passing particle is called the primary
knock-on atom (PKA). Initially the collision cascade may be treated as a set of independent
binary collisions (top left). If the initial PKA energy is at least keV’s and the material
is dense, a very dense region of many-body collisions, i.e. a heat spike (top right) may
form. In any case the high-energy collisional phase is over in a few ps to a few tens of
picoseconds. After this athermal primary damage phase, defect migration (bottom right)
may occur up to macroscopic timescales. In the bottom right image, the red lines illustrate
atom migration paths, and the red defect symbols the state of the damage after some given
time for defect migration. In reality, the defect motion is a random walk zigzagging in
the lattice on much more complex paths than the schematic ones shown in these images.
All defects are in principle mobile, but some mobility energies may be so high that the
defect system becomes immobile and stops evolving for all practical purposes at a fixed
temperature. In this particular illustration, the end result (bottom right) at the given time
is one immobile tetravacancy (white open circles in center), one immobile tri-interstitial
(filled red double-circles), one immobile di-interstitial, one immobile divacancy (red open
circles) and one mobile single interstitial.
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Fig. 3 As Fig. 2 but for a nanostructure, the extent of which is illustrated with the dark
red circle. The cascade is assumed to start with the same trajectory as in the bulk case.
The figure illustrates how the cascade development can change in a nanostructure due to
the presence of the surface. In the linear collision cascade phase (top left), the primary
knock-on atom and several other recoils sputter at the surface (large straight arrows). Also
the heat spike (top right) can be confined by the surface, leading to enhanced sputtering
(smaller straight arrows). Due to sputtering and adatom formation (bottom left) the vacancy
production is enhanced and interstitial production reduced compared to the bulk case. The
long-term migration is naturally also changed, and damage recombination is reduced as
sputtered atoms are lost from the system. In this particular illustration, the end result at
the given time is one immobile near-surface vacancy cluster with 10 vacancies, one immobile
divacancy, one mobile surface vacancy (white circle with arrow) and one mobile adatom. For
nanostructures embedded in a bulk matrix, the behaviour can be expected to be somewhat
similar except that the surface is replaced with the interface to the surroundings, sputtering
corresponds to ejection of atoms to the matrix, and recoils from the matrix can also end up
in the nanostructure (mixing).
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Fig. 4 Stopping in individual trajectories calculated from TDDFT calculations compared
to the empirical, tabulated stopping power in the SRIM code for carbon nanotubes. The
inset shows the two impact points in one hexagon in the nanotube treated by TDDFT. From
Ref. [76].

different carbon allotropes, including diamond and graphite. In addition to ra-
diation simulations, the method has proven useful to describe photo-chemical
processes [81] and understand the damping mechanism of electronic excita-
tions [82] in carbon nanotubes.

The results on electronic stopping in carbon nanotubes [76] showed that in
individual trajectories there may be large differences in the electronic stopping.
However, the average stopping was quite close to the “standard” tabulated
stopping power for protons in carbon given by the SRIM code, see Fig. 4.

2.2.2 Electronic stopping in LiF

Electronic stopping in LiF has been studied extensively, primarily because it
has a relatively simple electronic structure. This makes it relatively easy to
study theoretically, and at the same time it is available in high-quality single
crystals for experiments [83–85,79,86,87]. In the most recent theoretical study
[79] TDDFT was used to calculate the electronic stopping for protons and an-
tiprotons. The behaviour of the electronic stopping power versus projectile
velocity displays an effective threshold velocity of 0.2 atomic units for the pro-
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ton, consistent with experimental observations in Ref [85–87]. The projectile
energy loss mechanism was reported to be extremely local.

Taken together, these described studies indicate that TDDFT is emerging
as a promising tool to examine electronic stopping in materials from first prin-
ciples. However, most TDDFT studies so far have calculated stopping values
for individual trajectories and/or channelling directions. To get an average
stopping comparable to SRIM or the experimental stopping powers it is based
on, one still needs to calculate the average over many different trajectories,
which remains a computational challenge. Nevertheless, as computer capacity
and TDDFT algorithms improve, we find it likely that these calculations will
shed much additional light also on heavy ion stopping.

3 Density functional theory and tight binding

3.1 Method

The DFT approach [88] is based on two theorems by Hohenberg, Kohn and
Sham, which state that (1) the ground state energy of a non-degenerate elec-
tronic state is a unique functional (so called density functional) of its density
and (2) the energy can be obtained by variation of the universal density func-
tional with respect to the charge density. This implies that calculation of the
wave-function of the many-electron system is not required in order to find the
total energy, but that it is enough to know only the charge density. This dra-
matically reduces the computational complexity compared to solving the true
all-electron Schrödinger equation. However, the exact density functional is not
known and many different approximate functionals are used instead. Often
these are chosen based on what compares best to experiments, and thus DFT
is not necessarily a fully ab initio method in the sense of using no empirical
input.

DFT-based and other quantum mechanical methods (e.g., Hartree-Fock
methods) have a high accuracy but are computationally very expensive; simu-
lations are normally limited to systems composed of a few hundred atoms and
picosecond time scales. This makes the use of such methods in practice impos-
sible for tackling most radiation-related problems, e.g., formation of defects
under radiation or direct dynamical simulations of defect diffusion. However,
in some limited low-energy cases direct simulation of radiation-induced defect
production has recently become possible, and one of these will be reviewed in
the examples given below.

3.1.1 Tight-binding methods

As all ab initio methods are computationally very demanding, a number of
computationally cheaper methods have been developed, such as tight-binding
(TB) techniques. In the TB method, the energy is calculated by solving the
Schrödinger equation for electrons in the field of atom cores, although the exact
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many-body Hamiltonian operator is replaced with a parametrised Hamiltonian
matrix. The basis set usually is atomic-like so that it has the same symmetry
properties as the atomic orbitals.

A non-orthogonal self-consistent-charge (SCC) TB method [89,90] in which
the parameters of the Hamiltonian were derived from DFT calculations (a
second-order expansion of the Kohn-Sham total energy in DFT with respect
to charge density fluctuations) has been developed that has no empirical pa-
rameter. Despite the approximations made, this method retains the quantum-
mechanical nature of bonding in materials, ensuring that the angular nature of
the bonding is correctly described in far-from-equilibrium structures. Due to
parameter fitting to the density functional results, this method, unlike other
tight-binding schemes (where the parameters are chosen to describe equilib-
rium structures) describes the interaction of atoms even at relatively small
interatomic separations, i.e., upon energetic collisions.

The SCC TB methodology has been successfully applied to simulations
of radiation effects in covalently bonded systems such as silicon, graphite, or
hexagonal boron-nitride. It has been widely used for simulations of impacts of
energetic electrons onto C [91–93], BN [94], and SiC [95] nanosystems. Another
widely used parametrisation for carbon by Xu et al. [96] has been successfully
applied to simulations of radiation effects in carbon nanomaterials [97–99].

3.2 Examples

3.2.1 Defect energy calculations

The end result of radiation on materials is almost always defect production.
DFT is in most solid state cases the most fundamental approach that can be
used for practical calculations of defect properties. The basic DFT approach
of energy minimization of the electronic and atomic systems is in principle
very well suited for calculating the ground state properties of defects, such
as the atomic structure, bond lengths, defect formation and relaxation energy
and the electronic structure (including energy levels introduced in the band
gap in semiconductors and insulators). However, the results are not always
fully accurate. Basic DFT approaches tend to underestimate the width of
the band gap [100,101] in semiconductors and insulators, leading obviously
to problems in the reliability of the defect levels. Recently approaches such
as the “LDA+U” [102] and hybrid functionals [103,104,100] have allowed for
significant improvement in the treatment of band gaps.

The literature on DFT calculations of point defect properties in materials
is vast, and it is well beyond the scope of this article to attempt a comprehen-
sive review of them. To give a flavour of the wide range of materials for which
such calculations have been done, we cite here only a few calculations in differ-
ent classes of materials as examples. Defects properties have been studied with
DFT in elemental metals [105–107], metal alloys [108–110], elemental semicon-
ductors [111–113], compound semiconductors [114,115], insulators [116–118].
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However, more recently they are widely used to study the properties of nanos-
tructures such as carbon nanotubes [119–122], graphene [123–125], and other
two-dimensional materials [126–128].

3.2.2 DFT molecular dynamics of damage production

Although DFT has proven to be a good tool to study the equilibrium ground
state properties of defects, the numerical values of these properties alone can-
not answer the question of how much defects are produced during the highly
non-equilibrium kinetics induced by radiation (Fig. 2). Even at the very lowest
energies, the damage is produced in a complex many-body collision process.
This is clear from the simple observation that the experimental threshold en-
ergies for damage production (also known as displacement energy) is much
higher than the thermodynamic formation energy for a Frenkel pair. For in-
stance, for Cu the reported Frenkel pair formation energies are of the order of
4.1 – 5.5 eV [64] whereas the minimum threshold displacement energy is 19
eV [129].

It has recently become possible to use the DFT approach to study dy-
namic processes that take place during irradiation. By combining DFT and
the MD algorithms to simulate atom motion (see section 5) [130,131] it has, in
particular, become possible to simulate the threshold displacement energy in
materials. Initial simulations showed that at least in low-index directions, the
“sudden approximation” (i.e. calculating the energy barrier for a recoil with
all other atoms in static positions) may give a reasonable good approximation
of the threshold energy [132].

More recently, DFT simulations of thresholds averaging over all lattice
directions showed that in Si the average threshold energy is much higher than
the minimum of 12 eV. However, it was also detected that one can define
two different average thresholds: one considering formation of bond defects
(essentially two Si atoms rotating about 90 degrees and then reforming the
covalent bonds to form again a fully tetrahedrally bonded system [133–135])
[133,134] at 24 eV, another one considering formation of only Frenkel pairs at
35 eV [112]. Which one should be used depends on the ion flux and sample
temperature, as the bond defect is likely less stable than a Frenkel pair [133,
134].

Threshold displacement calculations in graphene have shown that by con-
sidering also atomic vibrations, one can obtain excellent agreement with exper-
iments on the cross section for damage production [124]. Moreover, the same
series of work showed that even below the threshold for atom sputtering from
single graphene layers, irradiation can lead to bond rotation (“Stone-Wales”)
defects in graphene [136] as well as boron nitride monolayers [137]. This ob-
servation has an interesting analogy with the observation of the bond defects
having a lower threshold in Si (see above), as these also can be understood to
form by bond rotation.

DFT simulations of thresholds in GaN have shown that on both the Ga
and N sublattices, the average threshold is roughly two times larger than
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the minimum threshold [138], similar to the case of Si. These simulations
also showed that there is a major difference with classical potential results of
thresholds in GaN [139,140].

4 Binary collision approximation

4.1 Method

The binary collision approximation is the oldest computer simulation approach
for calculating the passage of ions in solids [141,142] and actually lead to the
discovery of channelling in solids [141,143]. In this approach, the passage of an
ion is calculated as a sequence of independent binary collisions by solving the
classical scattering integral for purely repulsive interatomic potentials [142,
3]. The BCA code TRIM/SRIM [39,144,145] is widely used in the field due
to its convenient graphical user interface and extensive database of electronic
stopping powers. It uses a random (“Monte Carlo”) algorithms to select the
impact parameter of the next colliding atom as well as its type. The solution
of the integrals of motion (the key step in BCA simulations) results in precise
scattering angles for both the projectile and the target atom. Hence it can
describe fairly accurately amorphous materials. Some BCA codes can also
describe crystals, such as MARLOWE [142,146] and “Crystal-TRIM” [147],
where the crystallinity is usually given by the ordered lattice sites with the
atoms either frozen or oscillating with the Debye frequency.

The BCA method has several limitations. It is not able to distinguish
when a cascade goes over from the linear cascade to the heat spike regime,
but keeps treating the collisions as independent binary collisions regardless of
the collision density. Although it can be used to estimate damage production
(basically by counting recoils that exceed the threshold displacement energy)
[148], it cannot tell anything about the atomic structure of these defects. The
description of sputtering or other surface effects (important in nanosystems) is
problematic as the inherent algorithm does not have a unique way of describing
the atom binding at surfaces [149,150]. Nevertheless, the code often gives rea-
sonable deposited energy and range distributions and primary recoil spectra
for a wide range of materials [151–157], including nanotubes and nanoclus-
ters [158–160]. Furthermore, as it is orders of magnitude more efficient than
molecular dynamics range calculations [161–164] or full MD cascade simula-
tions (see Section 5.2.1), it will remain significant for calculating high-energy
ion behaviour for the foreseeable future. In the multiscale scheme this method
can be used combined with MD simulations [165–167]. to achieve treating mul-
tiple scales in dimensions during high energy ion irradiation. For instance, in
the approach taken in Ref. [165] the high-energy (larger than several 10 eV)
ion and recoils were treated with BCA, but the regions where the recoils are
thermalized treated by several separate MD simulations. This kind of an ap-
proaches can allow treating damage morphology development along the entire
ion trajectory even for very high-energy (MeV) ions.
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4.2 Examples

4.2.1 Calibrating BCA Damage production models

Description of defect production in dense metals such as Fe and Cu is partic-
ularly problematic for BCA simulations, as in-cascade defect recombination
in heat spikes plays a big role on the damage production [44]. This typically
reduces the damage to a factor of about 0.3 (known as the damage efficiency
[44]) of that what would be predicted in a simple BCA model [168]. However,
it is possible to include a separate model of defect recombination in BCA simu-
lations by analyzing for closeby pairs of vacancies and interstitials and making
these recombine [169]. Heinisch combined MARLOWE BCA simulations with
a Monte Carlo recombination code in a way that can reproduce the damage
efficiency of about 0.3 in Cu [169]. However, it is important to realise that such
an approach still cannot reproduce the formation of ordered defect structures
such as stacking fault tetrahedra [170].

More recently, Pelaz et al have systematically used MD cascade simulation
to calibrate BCA models to provide an efficient yet realistic prediction of defect
generation and the nanometer-scale spatial distributions in Si [171–173], which
is described further in section 6.2.3.

5 Molecular Dynamics

5.1 Method

Molecular dynamics (MD) simulations involve numerical solution of the New-
ton equations of motion to determine the time evolution of a system of in-
teracting objects [130,131]. The name is somewhat misleading as the method
does not necessarily involve molecules at all, and in fact basically the same
approach can be used even to simulate the formation of galaxies [174]. It is a
very widely used method to study all kinds of atomic-level physics, chemistry
and biological issues, and (contrary to BCA) by no means specific to radiation
effects.

The simplest variety of MD, direct solution of the equations of motion, is
ideally suited to study ion-induced radiation effects as this scheme correctly
accounts for the non-equilibrium ballistic motion of high energy ions as well as
the subsequent thermalization of the ion [44]. Moreover, with current comput-
ers it is possible to simulate the entire extent of collision cascade evolution both
in space (up to length scales of hundreds of nanometers in three dimensions)
and time (up to nanoseconds) [175].

Efficient realistic simulation of radiation effects, however, requires the basic
MD methods [130] to be amended with a few solutions specific to radiation
effects. These may account for electronic stopping as a frictional force,[162]
realistic high energy repulsive interactions[39] (see above) and making the
time step adaptive to the maximum kinetic energy and force in the system in
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the ballistic phase of the cascade,[162] while reducing it to a normal constant
equilibrium time step after the cascade.

To dissipate the heat emanating from the cascade away from the simula-
tion cell, temperature scaling (velocity damping) at the boundaries is often
carried out, although sometimes this step is left out and the temperature is
simply allowed to spread out in the simulation cell. If the cell is large enough
that the associated temperature rise is not significant, this can be considered
acceptable. Multiple-time step schemes [176] may be useful for speeding up the
initial stages of the simulation when atoms have highly disparate velocities.

MD simulations require the forces as the starting point for solving the
equations of motion. The forces can be obtained from DFT or with classical
interatomic potentials. As DFT MD simulations are still limited to a few hun-
dreds of atoms, classical (empirical, analytical) potentials remain the method
of choice for high-energy radiation effect simulations, as these typically involve
at least tens of thousands of atoms. These potentials involve a set of analytical
equations or spline functions [177] with parameters fitted to empirical and/or
DFT data. Potentials exist for a wide range of systems. However, when sim-
ulating radiation effects it is crucial to select potentials that allow for bond
breaking and reformation, ruling out the use of most molecular mechanics
force fields [178]. For carbon-based systems, the Brenner potential [179] and
its extensions [180,181] as well as the ReaxFF formalism [182] allow for bond
breaking. For metals the Finnis-Sinclair and embedded-atom method poten-
tials and their functional equivalents are widely used, [183–187] while for cova-
lently bonded materials Tersoff-like bond order potentials [188,179,189] have
proven to be quite successful. For compounds of different types of materials
far fewer potentials are available, but since the Tersoff and Finnis-Sinclair-
like potentials are fundamentally similar [179,190], a Tersoff-like formalism
has proven to be useful in development of potentials for carbides, oxides and
nitrides.[190–194]

Although these potentials have been fitted to reproduce a large number of
reference systems, the drawback of the empirical approach is its low transfer-
ability (the ability to describe systems different from those used for fitting the
parameters, for example, correctly describe defect behaviour). Nevertheless,
the methods have been demonstrated to give valuable results for a wide range
of materials science studies [195–202].

5.2 Examples

5.2.1 Simulation of collision cascades in the bulk and nanostructures

As noted above, the MD method is well suited for studying collision cascades,
and indeed it has been widely used for this purpose [204–207,45,68,208,209,
73,210–215,57,216,217]. Snapshots of a particular case of a 2 keV cascade
in silicon are shown in Fig. 5, and several animations of cascades are read-
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Fig. 5 Snapshots of a molecular dynamics simulation of a collision cascade in bulk Si, shown
to give a point of reference to the nanostructure cases shown later. The frames show a 2
atom layers thick slice of the simulation cell. Note how some of the damage created in the
cell regenerates during the course of the cascade. The simulation was carried out following
the principles in Ref. [203].

ily available for easy viewing in youtube.com by searching for “displacement
cascade”.

The MD simulations of cascades have given several key insights on how
the primary damage state in materials is produced. Already some of the very
first MD simulations ever done lead to the concept of “replacement collision
sequences” [204] and showed that the threshold displacement energy is highly
direction-dependent [205]. When computers became efficient enough to handle
tens of thousands of atoms MD simulations showed how a cascade core be-
comes underdense [45] as originally postulated by Brinkman [218]. Simulations
of near-surface cascades in the heat spike regime showed how experimentally
observed craters [66] can form by explosive and liquid flow mechanisms [68,
54]. Similarly, cascade simulations in Si showed how single ions can produce
amorphous regions in semiconductors [208], something observed earlier exper-
imentally [49] Simulations in compounds have shown that there can be large
asymmetries in the number of primary defects produced [219,220].

With advances in computer capacity, the possibility to simulate increas-
ingly large systems of atoms by means of MD methods, has opened the unique
opportunity of ”one-to-one” simulation of nanostructures at exactly the same
size as that studied experimentally. Simulations of sputtering of nanoparticles
have shown that for a fixed ion energy, in very small nanoparticles the sput-
tering yield was decreased compared to the bulk sputtering yield due to ion
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transmission. With increasing energy the yield increased above the bulk yield
due to the large surface-to-volume ration [221]. Similarly, studies of damage
production and sputtering in nanowires (cf. Fig. 6) have shown that there is
an ion energy at which the damage production has a maximum, above which
the damage decreases due to ion transmission [222,223], see Fig. 7. Indeed,
recent experiments have confirmed that there can be a major (more than a
factor of 10) enhancement of the sputtering yield of nanowires compared to
bulk [224].

Collision cascades in carbon nanotubes has been studied extensively by
MD simulations (for reviews see e.g. [226,6]). The results have, among many
others, shown that in single-wall nanotubes no real interstitials exists, but
adatoms behave much like them [227,228] and that vacancies can have dif-
ferent reconstructed shapes [227,229,230]. Simulations of prolonged radiation
have elucidated how nanotubes can be welded together by irradiation [231],
stiffened by irradiation [232], and used as masks [233] against irradiation of a
substrate. They have, together with experiments, also shown that the shrink-
age of multiwall tubes by irradiation can be used to make them act as a
pressure vessel on metals encapsulated inside them [234,235].

5.2.2 Multiscale modelling of swift heavy ion tracks

When the energy of ions becomes very high (>> 10 keV/amu), the electronic
stopping starts to dominate over the nuclear stopping. If the ion is heavy and
the target material is sufficiently dense that the electronic stopping power ex-
ceeds about 2 keV/nm, purely electronic processes may start producing dam-
age [40,41]. This damage typically takes the form of long straight cylindrical
regions which appear as nanometer-wide tracks in a cross-sectional electron
microscope image.

The process by which swift heavy ions produce damage is very poorly un-
derstood. Three fundamentally different mechanisms for the damage creation
have been proposed. These are, in very brief summary: (i) heating of the track
core due to electron-phonon coupling from the electronic excitations [236,237,
41], (ii) a Coulomb explosion caused by many electrons being rapidly excited
out of the core due to the passing ion [238], and (iii) “cold melting”, i.e. elec-
trons being excited into antibonding states causing bond breaking [239,240].
These are dramatically different in that the former method explains every-
thing by rapid heating of the track core into temperatures of the order of 100
000 K, while the latter states that the material can be damaged even if the
temperature never exceeds the melting point of about 2 000 K.

Although it is very challenging to determine which model is correct (and
it seems likely the true picture is some combination of them [241]), the mod-
els can be implemented as concurrent multiscale schemes within a molecular
dynamics code. The electron-phonon coupling models (i) can be implemented
as a two-temperature scheme where a continuum diffusion equation is used
to solve the electronic heat conduction equation, and the MD equations take
inherently care of the lattice heat conduction. The coupling between the two
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Fig. 6 Snapshots of a molecular dynamics simulation of a collision cascade in a Si nanowire
induced by a 1 keV Ar ion. The left sides show a through-view of the entire nanowire and
the right sides exactly the same nanowires in a 3D view from above. The atoms are coloured
according to their kinetic energy. Data from simulation made for Ref. [222].
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Fig. 7 Defect production in a 3 nm diameter GaN nanowire as a function of energy. Note
that in the reference case of damage by Ga ions in bulk GaN [225], the defect production
increases linearly with ion energy in this energy range. The nanowire data is from [223].

systems is taken into account as a stochastic force affecting the atom motions
with a magnitude related to the electron-phonon coupling (EPC) [242–244].
A Coulomb explosion model can be implemented by giving atoms enhanced
charges and letting them interact via a Coulomb potential [241,245,246]. Cold
melting, which involves the breaking of chemical bonds via electronic excita-
tions, is challenging to implement in classical MD. However, it can be some-
what mimicked by introducing time-dependent changes in the interatomic po-
tential [247–249].

As part of a recent study on the formation of voids induced by swift heavy
ion irradiation, a 3-level concurrent multiscale modelling scheme was used to
model swift heavy ion effects on amorphous Ge [249]. At first, an asymptot-
ical trajectory Monte Carlo (ATMC) method [250] was used to simulate the
generation and dynamics of the δ-electrons formed by the passing swift heavy
ion. The ATMC simulations considered the high-energy (> 5 eV) electrons,
and were run in parallel with a two-temperature model (TTM) simulation
of the diffusive transport of the lower-energy electrons. When the energy of
the explicitly treated MC electrons falls below the 5 eV cutoff, this energy is
removed from the MC and added to the TTM model. The TTM model was
also used to describe the EPC, i.e. the coupling of the electron and phonon
subsystems. Finally, the energy transferred to the “phonon” subsystem from
the ATMC-TTM simulations was given as kinetic energy to the atoms in an
MD simulation [249].
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Fig. 8 Left: experimental TEM image of a bowtie-shaped void formed by swift heavy ion
irradiation of amorphous Ge. Right: simulated image of a void formed during the same
radiation conditions. The data used for the images is the same as in Ref. [249].

The MD simulations, when using a combination of potentials that described
well both the formation of a high-density liquid phase of Ge [251] and the
subsequent transition of this phase back to the solidified amorphous phase
[252], reproduced excellently the formation of the experimentally observed
“bow-tie” shaped void [249], see Fig. 8. The simulations showed that formation
of this special void shape can be understood to be due to the balance between
the formation of a high-density liquid and the different re-solidification rates
of the sides and central region of the ion track [249].

6 Kinetic Monte Carlo

6.1 Method

Comparison of MD data with experiments is often complicated by the limited
time scale of the MD simulations. The basic MD time step is of the order of 1
fs, and can not be increased in a general non-equilibrium situation (although
for systems involving well-defined transitions from one state to another, several
speedup schemes exist [253–255]). Hence the requirement for computational
time increases linearly with the physical time one wants to simulate, limiting
most MD simulations to nanosecond time scales. As a direct consequence of
this, most diffusion processes and long-term relaxation of molecular structures
are not accessible by MD.

Kinetic Monte Carlo (KMC) methods can sometimes solve this problem
[256–259]. The method takes as input the rates of relevant processes in a
system, which typically are the defect migration rates and incoming ion flux,
and simulates the time evolution of the objects. The algorithm selects the
processes proportionally to their rates, so no effort is wasted in time steps
with no events occurring.
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The time in KMC advances stochastically, but on average as ∆t = 1/R
where R is the sum of all rates ri in the system. Hence if fast-moving ob-
jects vanish from the simulation due to e.g. recombination, the high values
of ri vanish from the sum R =

∑
ri. This makes R decrease and hence the

time advancement ∆t increase. Thus a KMC simulation may speed up in the
evolvement of real time as a system develops, making for a major difference
with MD simulations.

In atomic kinetic Monte Carlo (AKMC) simulations all atom coordinates
are included but only one or a few defects (typically vacancies) at a time are
moving [260]. In other modifications of the method, only the mobile defects are
followed, and the lattice atoms are not explicitly described at all (such methods
are known as object, reaction, event, or first-passage kinetic Monte Carlo, i.e.
OKMC, RKMC, EKMC [261] or FPKMC [262], respectively). Since only the
objects of interest are simulated, this allows for simulation of macroscopic time
(up to several hours) and length scales.

6.2 Examples

6.2.1 Defect mobility in carbon nanotubes

An AKMC approach which is used for simulations of the response of a nanosys-
tem to ion or electron bombardment should allow for sputtering and other
radiation-induced effects. Such a method was developed in Ref. [259]. It en-
abled one to simulate the behaviour of irradiated nanotubes on macroscopic
time scales, Fig. 9. Within the model, the paths and energy barriers for the dif-
fusion of radiation-induced defects are obtained from DFT-based calculations
[263,264].

Simulations run with this model indicated that at temperatures higher
than 300 ◦C, the annihilation of defects is efficient enough for almost perfect
in situ self-healing of nanotubes, in perfect agreement with experiments [264].
They also allowed to simulate what kind of electron irradiation fluences are
needed to cut a single-walled nanotube, and showed that these values also
agree well with experimental values [264].

6.2.2 Deposition simulations by on-the-fly KMC

The KMC method has the major drawback that it requires as input the rates
of all processes occurring. In most cases these are obtained prior to the start of
the KMC scheme, but in this case configurations that have different transition
barriers than the input one cannot be included in the simulations. In so called
“on-the-fly” approaches, some other simulation tool, that can determine the
transition barriers as the atomic configurations change, is run concurrently
with an AKMC one.

In a particularly promising implementation, the search for transition bar-
riers is done in a client-server parallel approach, such that a large number
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Fig. 9 Schematic description of the most important processes included in a KMC model
[259] developed to simulate the response of carbon nanotubes to electron irradiation. The
model includes the following ’elementary’ events: (A) A diffusing endohedral adatom is
reflected back from a cap. (B) Endohedral-exohedral transformation of an adatom through
the exchange mechanism. (C) Electron impact creating a defect pair (white sphere - a
vacancy, gray sphere - an adatom) by displacing a carbon atom. (D and E) Adatom and
vacancy migration, respectively. (F) Creation of a vacancy by sputtering the displaced atom.

of processors search for the transition barriers simultaneously [255]. The sad-
dle points are searched for with a relaxation-and-translation method (RAT)
followed by a nudged-elastic band (NEB) calculations [265] to obtain the tran-
sition barrier more accurately. The interatomic interactions are obtained from
classical interatomic potentials. Once a sufficient number of transition barrier
candidates have been found, the corresponding rates are calculated with an
Arrhenius equation. These rates are then used as the inputs for the next KMC
step. The determination of the transition barriers is the slowest part of of
the simulation, but these searches can be trivially parallelized. The parallel
implementation can make for a major speedup of the simulations [255].

Using this approach, simulation of the growth mechanisms of Al and Ag
nanometer-thin films could be carried out at realistic experimental fluxes. This
is a major achievement compared to conventional MD which typically overes-
timates the flux by ∼ 5-10 orders of magnitude. The results illustrated e.g. the
difference between thermal evaporation and magnetron sputtering deposition,
see Fig. 10 [255]. The simulations also showed that under some conditions,
ion-beam assisted growth can lead to the formation of nanosized voids in the
material [255].

6.2.3 Modelling of Si processing

Kinetic Monte Carlo methods have found a very good application in simulation
of Si processing stages, since ion implantation is routinely used to introduce
the dopants into Si that enable its use in the electronics industry [7]. As the
size of the active parts of the transistors used in Si chips have shrunk to the
nanometer scale [8], the number of doping atoms becomes so small that atom-
level fluctuations in the number of doping atoms starts to become significant
for the device operation. Hence atom-level simulation tools are significant to
understand these effects.

The Si processing sequence typically involves an ion implantation that
amorphizes the material, followed by a high-temperature annealing that has
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Fig. 10 Difference between growth of Al (100) by evaporation (top) and sputtering (bot-
tom) simulated with an on-the-fly KMC technique up to a time scale of 0.23 s. The images
are from Ref. [255]. Reprinted with permission from author. Copyright (2012) by The Amer-
ican Physical Society.

two important functions: recrystallization of the Si as well as placing the
dopant atoms on substitutional sites, where they have the desired electrical
functionality [266,7]. However, the details of this process are fiendishly com-
plex, as both the amorphization [48,267] and recrystallization [268,7,269,270,
62,271,63] involve several intermediate stages.

In a long-running systematic effort, Pelaz et al. have developed a multiscale
modelling framework for describing the entire Si amorphization, recrystalliza-
tion and dopant activation process [272,271,273–276,171–173,277].

In this approach, the implantation cascades are simulated with the BCA
code MARLOWE [142], which has been parametrised from MD simulations to
give a reasonable estimate of the intrinsic defect concentrations [173]. The co-
ordinates of the Si self-interstitials and vacancies obtained from MARLOWE
are transferred to an off-lattice KMC code [278,279]. In this KMC code, the
mobile diffusing objects are either point or extended defects in Si. The clus-
ters of point defects are formed when the mobile point defects jump inside the
capture radius of other point defects or pre-existing clusters [275]. The disso-
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lution of defects occurs by emission of a point defect at a rate determined by
the binding energy of this defect. The energies used in the KMC simulations
are obtained from DFT calculations or estimated by fitting experimental data
[268,270]. The surface is considered as a sink for point defects, in agreement
with experimental evidence [280]. After each cascade introduces new defects,
annealing is carried out during a time defined by the dose rate of the im-
plant. This takes into account the annealing during the implant and thus, the
influence of implant parameters on damage accumulation [274,275].

This model has been successfully used to examine a wide range of issues
of Si implantation, such as the recrystallization mechanisms [275] and the be-
haviour of 311 defects during such recrystallization [274], see also Fig. 11. The
amorphization of Si is modelled in an ingenious way. At first sight, it might
seem that an object KMC model which has point defects as the basic object
cannot describe amorphization. However, the bond defect [133–135] (cf. sec-
tion 3.2.2) which breaks the lattice symmetry but retains fourfold coordination
of all atoms offers a way around this dilemma. In their modelling, Pelaz et al
consider buildup of these defects to form amorphous Si [271,275,171], which
is consistent with the picture of amorphous Si being a network of tetrahe-
drally coordinated Si atoms with no long-range order [281,282]. This approach
gives good agreement with experimental data on the annealing of Si [171] and
provides a possible explanation to experiments which show that amorphous
pockets of the same size can have very different annealing behaviour [171,283].

The OKMC model has been also used to describe the behaviour of boron
dopants in Si [276,277], including the formation of nanosized boron-selfinterstitial
clusters [277]. The results show, for instance, that the presence of such clusters
can explain why boron dissolution in Si has been experimentally observed to
exhibit two different rates for high B concentrations, see Fig. 12.

7 Concluding remarks

7.1 Summary of simulation methods

The fantastic experimental capabilities of modern nanoscience are actually a
boon for multiscale modelling: they can provide experimental test systems that
allow for developing and testing the multiscale treatment of the time domain,
without the need for multiple scales in space.

The time-wise range of applicability of the different simulation methods
discussed in this article can be summarised as follows. The binary collision
methods, when they involve both primary and secondary recoil atoms, are
well suited for obtaining the spatial extent of the ballistic collisions on sub-
picosecond timescales, but cannot tell anything about the thermodynamic as-
pects of a cascade or detailed nature of defects. In nanosystems, the BCA
methods have the further problem that the treatment of a surface or interface
(always nearby in nanosystems) is not well defined in the basic algorithm.
Molecular dynamics simulations can, in addition to the ballistic phase of the
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Fig. 11 Illustration of object KMC description of the amorphization and subsequent re-
crystallization of Si by 5 keV Si self-implantation. Light points represent IV pairs and dark
points correspond to Si interstitials and vacancies. (a) Damage after implantation at room
temperature. (b) Damage after annealing at 550 C. (c) Defects remaining after regrowth of
the amorphous layer. (d) 311 defects resulting after further annealing at 800 C. The image
is from Ref. [275]. Reprinted from Ref. [Atomistic modeling of defect evolution in Si for
amorphizing and subamorphizing implants, Pedro Lopez, Lourdes Pelaz, Luis A. Marques,
Ivan Santos, Maria Aboy, and Juan Barbolla, Mater. Sci. Engr. B, 114-115:82–87, 2004] with
permission from Elsevier.

cascade, describe the formation of heat spikes, their thermalization, formation
of a sound/shock wave and how it spreads beyond the region of ballistic col-
lisions. MD simulations can also predict the nature of defects produced and
handle surface effects. However, there are major uncertainties in how reliable
classical potentials are with respect to defect and surface types and properties.
Quantum mechanical methods (DFT and TB) can provide a much more reli-
able picture of defect properties, but are quite limited in the number of atoms
and time scale they can feasibly handle. The different KMC approaches are
well suited to describe atom migration on both space and time scales exceed-
ing those in MD by orders of magnitude, but great effort is often needed to
parametrise the KMC reliably. Furthermore, in nanosystems it is quite likely
that the nearby surface exerts significant image interactions on defects via the
strain field, which complicates KMC implementation.

Electronic and optical excitations can in principle be fully described by
TDDFT, but this approach is extremely time-consuming, and treatment of
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Fig. 12 Results from an OKMC model of the dissolution of boron in Si compared to exper-
iments. S1-S3 stands for increasing boron concentration. The good agreement with experi-
ments for the larger concentrations (S2 and S3) is only obtained when boron-selfinterstitial
clusters with more than four B atoms were included in the model, showing that such clus-
ters can explain the slow dissolution of B for high implant concentrations. Reprinted with
permission from Ref. [277]. Copyright 2011, AIP Publishing LLC.

.

all possible excitations, transport and recombination processes in the full col-
lisional phase of a cascade in a dense material will remain beyond reach far
into the future. On the other hand, the very small size of thin nanosystems
may make it already now possible to treat all atoms near a high-energy ion
with TDDFT, and thus get deeper insight into atom stopping processes in
experimentally relevant systems.

7.2 Outlook

Although sequential multiscale modelling has been used for a long-time, con-
current multiscale models are still relatively rare. However, they are emerg-
ing as a promising way for modelling of radiation effects on both bulk and
nanosized structures of unprecedented complexity. Already now several dif-
ferent levels of physics have been implemented in a concurrent model for
a well defined system. For instance, for atom emission from sharp straight
tips at charged surfaces a concurrent model combining four different levels of
physics has been developed [284–286], which could lead to a way to model
ion sources. The parallel on-the-fly hybrid MD - KMC approaches are emerg-
ing as a promising new solution for being able to simulate ion implantation
at experimental fluxes [255]. Modelling of swift heavy ion irradiation effects
clearly requires description of both electronic and atomic subsystems, and
two-temperature model approaches (possibly later parametrised by TDDFT
simulations) are quite promising in this respect [287,242,249].

These cases serve naturally just as examples of the rich field of multiscale
modelling of radiation effects on the nanoscale, which is rapidly developing
and will certainly produce many other examples of innovative ways to examine
increasingly complex materials systems and processes.
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A. Arnau, J. Ugalde, P. Echenique, Phys. Rev. Lett. 79, 4112 (1997)
84. J.I. Juaristi, C. Auth, H. Winter, A. Arnau, K. Eder, D. Semrad, F. Aumayr, P. Bauer,

P. Echenique, Phys. Rev. Lett. 84(10), 2124 (2000)
85. M. Draxler, S.P. Chenakin, S.N. Markin, P. Bauer, Phys. Rev. Lett.

95, 113201 (2005). DOI 10.1103/PhysRevLett.95.113201. URL
http://link.aps.org/doi/10.1103/PhysRevLett.95.113201

86. S.N. Markin, D. Primetzhofer, P. Bauer, Physical Review Letters 103(11), 113201
(2009)

87. L.N. Serkovic Loli, E.A. Sanchez, O. Grizzi, N.R. Arista, Physical Review A 81(2),
022902 (2010). DOI 10.1103/PhysRevA.81.022902

88. R. Martin, Electronic structure (Cambridge University Press, Cambridge, UK, 2004)
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111. M.J. Puska, S. Pöykkö, M. Pesola, R.M. Nieminen, Phys. Rev. B 58, 1318 (1998)
112. E. Holmström, A. Kuronen, K. Nordlund, Phys. Rev. B 78(4), 045202 (2008)
113. E. Holmström, M. Hakala, K. Nordlund, Phys. Rev. B 82, 094102 (2010)
114. T. Mattila, R.M. Nieminen, Phys. Rev. Lett. 74, 2721 (1995)
115. S. Kuisma, K. Saarinen, P. Hautojarvi, C. Corbel, Phys. Rev. B 55(15), 9609 (1997)
116. P. Erhart, K. Albe, A. Klein, Phys. Rev. B (2006)
117. A. Janotti, C.G. Van de Walle, Phys. Rev. B 76(16) (2007)
118. F. Gupta, G. Brillant, A. Pasturel, Phil. Mag. 87(16-17), 2561 (2007)
119. C.P. Ewels, R.H. Telling, A.A. El-Barbary, M.I. Heggie, P.R. Briddon, Phys. Rev. Lett.

91, 025505 (2003)
120. A.S. Barnard, M.L. Terranova, M. Rossi, Chem. Mater. 17, 527 (2005)
121. J.M. Carlsson, Phys. Status. Solidi (b) 243, 3452 (2006)
122. Y. Gan, J. Kotakoski, A.V. Krasheninnikov, K. Nordlund, F. Banhart, New J. Phys.

10, 023022 (2008)
123. P.O. Lehtinen, A.S. Foster, A. Ayuela, A. Krasheninnikov, K. Nordlund, R.M. Niemi-

nen, Phys. Rev. Lett. 91, 017202 (2003)
124. J.C. Meyer, F. Eder, S. Kurasch, V. Skakalova, J. Kotakoski, H.J. Park, S. Roth,

A. Chuvilin, S. Eyhusen, G. Benner, A.V. Krasheninnikov, U. Kaiser, Phys. Rev. Lett.
108, 196102 (2012)
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