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a b s t r a c t

Penetration of low energy (2–12 keV) hydrogen molecular ions (Hþ2 ) and single protons through thin
(40 Å) carbon films is simulated using molecular dynamic approach. It is shown that the width of energy
loss spectra for the case of Hþ2 penetration is larger than that for Hþ spectra (a ‘‘molecular effect’’) as it
was previously observed in experiments [1]. This is explained by the molecular ions dissociation in the
first few monolayers of the target. A simple semi-analytical model accounting for the molecular effect
is provided. Results of simulations are compared with experiments.

� 2012 Elsevier B.V. All rights reserved.

1. Introduction

The study of ion and atomic cluster beams interaction with so-
lid targets has been a topic of interest for many years due to both
practical and fundamental reasons. Using cluster beams it is possi-
ble to create material coatings with unique properties, and the re-
sponse of a material to cluster impacts is an important tool in
surface analysis [2]. Both experimental and theoretical studies
show that the effect of a cluster impact on solids is often different
from just a sum of single atoms interaction with the solid. For
example, it was shown in [3] that the sputtering yield per atom
is higher for molecular ions than for individual atoms; the strag-
gling of the depth distribution in a case of gold atom clusters bom-
barding copper is an increasing function of the cluster size [4], and
the sputtering of atoms from surfaces by cluster impacts behaves
differently from what is expected in the classical single-atom stop-
ping theory [5].

Molecular ions consisting of two or three constituents are a lim-
iting case of large clusters. They demonstrate a similar nonlinear
behaviour comparing to single atom–solid interactions. For exam-
ple it was observed that bombardment of GaN films with Be2 ion
beams causes enhanced level of implantation-produced lattice dis-
order in the sample compared to single Be ions bombardment,
while the energy per particle remains the same (0.5 MeV) in both
cases [6]. Similar nonlinear effects in bombardment with single
and molecular ions was studied in [7,8] for particles of MeV ener-
gies. The smaller size of molecular ions compared to clusters al-
lows a more detailed study of these effects.

Experiments described in [9] have shown that the energy loss
spectra for Hþ2 and Hþ3 ions penetrating through thin (25–70 Å) car-
bon films are broader than those for single protons (‘‘a molecular
effect’’). The authors suggested that the reason for such broadening
is Coulomb repulsion between protons being the parts of the
impinging ion causing the ion dissociation and changing the en-
ergy of protons after it. As the energies of the penetrating particles
are small and the films used in the experiments are very thin, clas-
sical molecular dynamic (MD) method [10] looks like a suitable
tool to reproduce the experimental results. In this work we present
results of such modelling and suggest a semi-analytical model
describing qualitatively well the peaks broadening.

2. Modelling

Simulations were carried out using the PARCAS code [11–13].
The Brenner potential [14] was used to describe all kinds of elastic
C–H interactions. It is known that for protons with energies of
about 1–10 keV energy loss is primarily defined by electronic
(non-elastic) energy losses [15]. The average electronic stopping
was obtained from SRIM [16], whereas the classical Lindhard’s
model was used to describe the straggling of the electronic stop-
ping of protons in the film [17,18]. Since the low-energy stopping
in SRIM is based on the Lindhard model [15], this gives a consistent
description of both the average stopping and its straggling.

We note that classical MD simulations do not include variation
of the charge state of particles while they are penetrating through
the solid. The Brenner potential used is fitted for interactions of
neutral hydrogen atoms with each other and with carbon atoms.
Therefore, it is more accurate to speak about simulation of H2 bom-
bardment rather than Hþ2 . However, at ion energies below the
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Fermi velocity of electrons in the solid, an ionic projectile neutral-
ises within the first few monolayers when penetrating through a
solid [19]. The remain of its pass in the solid the projectile moves
within the Born–Oppenheimer approximation, i.e. its energy at
any instant of time is described as if it were on a static atom posi-
tion. Due to its nature as a bond-order potential [14,20], the Bren-
ner potential should at least in principle describe the energy of the
penetrating atoms in any configuration. Hence we expect results of
the simulations to be suitable for describing the experimental find-
ings. As for inelastic interactions, the Lindhard’s model takes into
account the charge state variations.

The following procedure has been used to obtain a film with de-
sired properties. At the first stage, a diamond-like graphite lattice
(the simulation cell sizes 62� 61� 40 Å, consisting of about
35000 atoms) was heated up to 6000 K and kept at this tempera-
ture for 2 ps. After the lattice was melted in this way, the cell
was then cooled down to 300 K. During the whole stage periodic
boundary conditions were held and the pressure was kept to be
130 GPa. To obtain a fully equilibrated structure one should in
principle keep the cooling rate as low as possible. Unfortunately,
typical MD simulation timescales do not exceed several nanosec-
onds. Thus even the slowest cooling rates in MD simulations are
still incredibly fast in ‘‘real’’ time. To be sure that the chosen cool-
ing rate is sufficiently low for obtaining an equilibrated structure,
different cooling rates were used and the average potential energy
Ep was monitored in every case. The dependence of Ep on the cool-
ing rate trate is shown in Fig. 1 (markers corresponding to obtained
values are connected with lines to guide an eye). One sees that jEpj
decreases at higher trate but becomes approximately constant at the
chosen trate � 10�4 K=fs.

At the second stage, the desired pressure was 0 Pa and the
structure obtained at the previous stage was relaxed to this pres-
sure until equilibrium was reached. During the relaxation, the
pressure was controlled only along the z axis. Periodic boundary
conditions were still used at this stage. At the third stage, a similar
relaxation was repeated but the pressure was controlled along all
three axes. Finally, two surfaces perpendicular to the z axis were
opened (periodic conditions were left only for the x and y axes).
After that another short relaxation was performed. As a result, a
film with the thickness 42 Å, the density 1.9 g/cm3 and the ratio
sp3=sp2 � 0:5 was obtained. These characteristics correspond to
one of the films used in experiments (the thickness 40 Å, the den-
sity 2:0� 0:2 g=cm3). However, one cannot expect the simulated
film to be a complete representation of the experimental one due
to many idealizations MD unavoidably involves.

Bombardment of the simulated film was carried out like fol-
lows. For the case of Hþ bombardment, the projectile position
was chosen randomly above the surface and the velocity of the
projectile defined by its energy was directed perpendicular to the
surface (i.e. along z direction). For the case of molecular ions pen-
etration, the middle of the molecular axis was situated randomly
above the surface in the same way, and the molecular axis orienta-
tion was chosen randomly. The distance between H atoms in a
molecule was chosen to be 0.73 Å, which is the equilibrium dis-
tance in the potential used. The velocities corresponding in magni-
tude to the nuclei energies were oriented perpendicular to the film
surface. To obtain an energy loss spectrum, about of 5000 impacts
were simulated for each case. The maximum allowed time step
(PARCAS uses an adaptive time step algorithm to optimize calcula-
tions) was set to be 0.01 fs which is much less than characteristic
time scales in the problem. Due to rounding errors energy drift is
practically unavoidable during MD simulations. In the simulations
the maximum energy drift was about of 10 meV/atom which is
negligible comparing to the energies of interest.

3. Results and discussion

An example of an energy loss spectrum for Hþ with the initial
energy E0 ¼ 3860 eV transmission through the foil is shown in
Fig. 2. The markers indicate experimental results taken from [1],
the solid line is the energy loss spectrum simulated with PARCAS
with electronic energy loss straggling, and the dashed line is the
simulated spectrum without electronic straggling. It is clear from
this figure that electronic straggling gives dominating contribution
in the peak half-width. A shift of the simulated peak to higher ener-
gies compared to the experimental values can be explained by a
difference in the foil thickness.

A comparison of energy loss spectra for Hþ and Hþ2 penetration
is shown in Fig. 3. One notices that the width of the simulated in
MD Hþ2 peak (dashed line) is greater than that for the Hþ peak (so-
lid line). It means that we can see the molecular effect in MD
simulations.

The origin of the peak broadening can be understood from Fig. 4
where temporal energy dependences are shown for two hydrogen
atoms forming a molecule at the beginning. The initial energy was
E0 ¼ 3860 eV=atom and the molecular axis was oriented along z
direction, i.e. perpendicular to the surface. One notices that for a
short time after penetration through the surface (from ta to tb in
Fig. 4) both atoms lose the energy in a similar way, but then (from
tb to tc) one starts to gain energy while the other one loses it. This

Fig. 1. The average potential energy Ep at the end of quenching against the qooling
rate trate. Markers corresponding to simulated values are connected with lines to
guide an eye.

Fig. 2. Energy loss spectra for Hþ transmission through the carbon film. The
projectile energy is E0 ¼ 3860 eV. Markers are experimental results taken from [1].
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energy separation lasts for less than one fs, after which the atoms
lose the energy independently. One can say that the situation is
similar to single ion transmission, but with the initial energy strag-
gled within a range about 100 eV around E0. It is clear that in this
case, the full width at half maximum (FWHM) of the energy loss
spectrum should be greater than it is for the case of actual single
ion penetration with all the ions having the same energy E0.

The reason for the energy straggling occurs after the molecule
has crossed the surface is the molecule dissociation resulting in
its fragments getting an additional energy of order of the binding
energy Eb (in center of mass system of reference – CMR). Though
this value is about only several eV and seems to be much smaller
compared to the molecular energy E0, it can be shown easily that
in the laboratory frame of reference (LFR) the energies of two H
atoms after the dissociation are

E01;2 ¼ E0 � 2
ffiffiffiffiffiffiffiffiffiffi
E0Eb

p
cos / ð1Þ

where / is the angle between the molecular axis and z direction
[21]. Thus the energy difference in the LFR between two hydrogen
atoms is about 4

ffiffiffiffiffiffiffiffiffiffi
EbE0
p

, which is a significant value.
The process of the molecule breaking down is demonstrated in

Figs. 5 and 6 where dependences of the H–H interaction energy
(EH�H) and the distance between the fragments rH�H on time are
shown (other parameters are the same as in Fig. 4). One notices
that the interaction energy starts to increase even before the

molecule impact on the surface and becomes positive shortly after
that, forcing atoms to repel from each other and rH�H to increase
until it becomes larger than the cut-off radius used in the Brenner
potential for H–H interaction. From this moment on the hydrogen
atoms move through the solid independently.

The cause of the molecular dissociation can be seen directly
from the potential used. Indeed, the binding energy of H–H bond
is given by expression [14]:

Eb ¼
X

i

X
j>i

½VRðrijÞ � BijVAðrijÞ�

where the repulsive and attractive pair terms VR and VA depend on
the distance between hydrogen atoms, while the bond-order term is
affected by positions of surrounding carbon atoms. The explicit
expression for Bij shows that if the distance between a carbon atom
and a hydrogen is small enough ( K 0:5 Å) the bond-order term Bij

becomes very small and the repulsive term dominates, making
the hydrogen atoms repel from each other. Physically this corre-
sponds to weakening of the H–H bond caused by interaction be-
tween the molecule electrons and the valence electrons of the
target.

In order to get a quantitative estimation of the peak broadening
caused by molecular effect, we plotted FWHM (� DE1=2) depen-
dences on the initial energy per atom, E0. Results of the calcula-
tions along with experimental data are presented in Fig. 7 where

Fig. 3. Comparison of Hþ and Hþ2 spectra for the projectile energy
E0 ¼ 3860 eV=neucleus.

Fig. 4. The temporal energy dependence for Hþ2 constituents. The initial energy is
E0 ¼ 3860 eV=nucleus. The molecule axis is perpendicular to the surface.

Fig. 5. The interaction energy of two H atoms forming a molecule for the same
event as in Fig. 4.

Fig. 6. The distance between the H atoms, for the same event as in Fig. 5.
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values of DE1=2=
ffiffiffiffiffi
E0
p

are plotted against E0. Full markers represent
the experimental results taken from [1], while the hollow ones
are obtained by computer simulations. One notices that simulated
DE1=2 are approximately 40% larger than the experimental values.
However, recalling that we do not expect the simulated film struc-
ture to be a complete replica of the experimental one, we conclude
that agreement between experimental and simulated results for
Hþ penetration is satisfactory.

Another deviation of the experimental data from the results of
calculations is the behaviour of DE1=2 with increase of E0. As one
sees from Fig. 7, the experimental data are well approximated by
constant values, namely DE1=2 ¼ 2:7

ffiffiffiffiffi
E0
p

for Hþ penetration and
DE1=2 ¼ 3:3

ffiffiffiffiffi
E0
p

for Hþ2 . Fitting of DE1=2 for Hþ PARCAS results (the
solid line approximating the hollow squares in the picture) gives
DE1=2 � E0:27

0 . However, the number of the experimental points is
too small to establish precisely dependence of DE1=2 on E0, espe-
cially if we take into account the magnitude of possible experimen-
tal errors. Also it was shown in [22] that the exact kind of DE1=2ðE0Þ
behaviour is affected by details of elastic and inelastic energy
losses variation with the energy, which are influenced by the target
structure and, therefore, can be treated theoretically only
approximately.

To verify the results of MD simulation for single protons pene-
tration we also performed SRIM simulations of protons penetration
through a carbon layer of 42 Å thickness (the dashed line with cir-
cles in Fig. 7). One sees that as it was for MD results, DE1=2=

ffiffiffiffiffi
E0
p

does not remain constant but decreases when E0 increases, in
agreement with MD simulations.

Unfortunately, the difference in experimental and simulated re-
sults for single protons penetration makes direct comparison of the
FWHM for Hþ2 transmission unreasonable. To do so, we suggest a
simple semi-analytical approach which allows to estimate the peak
broadening due to the molecular effect. It is known that for single
ions penetration the energy loss spectra have Gaussian shape:

dN
dE
� f ðEÞ ¼ exp �ðE� EmÞ2

2b2

 !

where both Em and b depend on the initial energy E0. If an amount of
protons getting after the ion dissociation an additional energy E0 is
dN0 ¼ gðE0ÞdE0 the energy distribution of transmitted particles is

dN
dE
¼
Z E1

�E1

f ðE; E0 þ E0ÞgðE0ÞdE0 ð2Þ

where E1 ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E0dE=2

p
is the maximum kinetic energy a fragment

can get in the LFR system and dE=2 is its energy in the CMR. (We

omit all normalisation constants as they do not affect the FWHM.)
It is assumed in this equation that the molecular ions dissociate
immediately after crossing the surface and the constituents move
completely separated from this moment on.

An exact value of dE is defined by details of dissociation
mechanism and is difficult to specify precisely. One can say only
that this value corresponds to the energy of an antibonding state
the molecular ion (or hydrogen) occupied just after it got close
to the surface. For example, it was suggested in [21], that when
a hydrogen molecular ion approaches the surface it is neutra-
lised quickly either into ground state or into an excited state.
If the latter is antibonding its energy is dE. If it is not, subse-
quent collisions will provide the opportunity for electronic,
vibrational and rotational excitation, which may lead to dissoci-
ation. So we suggest that dE is the energy of an antibonding
state the molecular ion is most probably get into during dissoci-
ation process.

It follows from a simple kinematic consideration that if both ion
fragments have the same energy in the CMR system and their
angular distribution is isotropic in it, their energy distribution in
the LFR is uniform, i.e. we have gðE0Þ ¼ 1 (see, e.g. [23]; the normal-
isation constant is left out). The angular distribution in the LFR sys-
tem is not uniform. However, the maximum angle hm between the
center of mass velocity V(in the LFR system) and the fragment
velocity v0 (in the C system) is defined as sin hm ¼ v0=V and there-
fore is very small (i.e. the fragments move almost in the same
direction as the ion was before disintegration). Thus, we can ne-
glect these variations and assume that all the fragments move per-
pendicular to the target surface.

Fitting of DE1=2ðE0Þ and EmðE0Þ dependences based on the results
of PARCAS simulations for Hþ penetration gives b ¼ 11E0:27

0 eV (the
solid line in Fig. 7) and Em ¼ 0:98E0 � 209:6 eV. Using these func-
tions to calculate dN=dE from (2), we find that the best fit of sim-
ulated results is obtained if dE ¼ 4:75 eV (dashed-dotted line in
Fig. 7).

The same method can be applied to estimate a value of dE for Hþ2
from the experimental data. Using the same function for EmðE0Þ but
taking b to be proportional to

ffiffiffiffiffi
E0
p

; b ¼ 1:14
ffiffiffiffiffi
E0
p

, we find that to ob-
tain DE1=2=

ffiffiffiffiffi
E0
p

¼ 3:3 eV�1=2 one needs to take dE ¼ 0:7 eV. This re-
sult agrees with values obtained in [21] (0.5–1 eV) from
simulations of scattering of Hþ2 from W and Ni surfaces. Therefore,
one can say that the difference between the peak broadening due
to the molecular effect in experimental and simulated values is pri-
marily caused by the difference in energies of antibonding states
for H2 and Hþ2 .

4. Conclusions

We used the molecular dynamic simulation method to calculate
single protons and hydrogen ions penetration through thin carbon
films. All kinds of elastic C–H interactions were described using the
Brenner potential, while the classical Lindhard’s model was em-
ployed to account for inelastic energy loss. We have seen that
straggling of electronic energy loss gives the main contribution
in the peaks width for single protons penetration. The half-width
of the energy loss spectra peaks for transmitted protons are in rea-
sonable agreement with the experimental results.

We see that the widths of simulated energy loss spectra for Hþ2
are larger than those for Hþ in agreement with experimental find-
ings. Analysis of temporal dependences of the kinetic energy of
transmitting particles shows that the origin of the peaks broaden-
ing is in molecular ions dissociation happening as only an ion ap-
proaches the target surface. After the dissociation the ion
fragments get an additional energy of order of several eV in the
center-of-mass system of reference. This energy, however,

Fig. 7. Experimental and simulated dependences of FWHM on E0. Full markers
represent the experimental results taken from [1].
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corresponds to sufficient energy straggling of the fragments in the
laboratory system, which causes the peak broadening.

A simple qualitative model allowing to obtain the energy loss
distribution of transmitted particles in case of Hþ2 from known dis-
tribution of Hþ is proposed. The half-width of the energy loss spec-
tra depends on the energy the fragments get during the
dissociation process, and cannot be specified precisely. It can be
suggested that this energy should be of order of the energy of anti-
bonding orbitals for the ion.
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