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Abstract

Variability in the short-intermediate range order of pure amorphous Si syn-

thesized by different experimental and computational techniques is probed by

measuring mass density, atomic coordination, bond-angle deviation, and dihe-

dral angle deviation. It is found that there is significant variability in order pa-

rameters at these length scales in this archetypal covalently bonded, monoatomic

system. This diversity strongly reflects preparation method and thermal history

in both experimental and simulated systems. Where experiment and simulation

do not quantitatively agree, this is partly due to inherent differences in analysis

and time scales. Relaxed forms of amorphous Si quantitatively match continu-

ous random networks generated by a hybrid method of bond-switching Monte

Carlo and molecular dynamics simulation. Qualitative trends were identified in

other experimental and computed forms of a-Si. Ion-implanted a-Si’s are less
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ordered than the relaxed forms. Preparation methods which narrowly avoid

crystallization such as experimental pressure-induced amorphization or simu-

lated melt-quenching result in the most disordered structures. As no unique

form of amorphous Si exists, there can be no single model for the material.

1. Introduction

Amorphous solids encompass a rich field of physics and a wealth of exist-

ing and prospective technological applications [1]. Amorphous silicon (a-Si) is

of fundamental interest as an archetypal tetrahedral covalent amorphous net-

work and a major technological material for thin-film electronics [2, 3]. Other

tetrahedral amorphous materials such as diamond-like carbons and amorphous

chalcogenides have many uses as superhard wear-resistant coatings [4, 5, 6] and

optical components [7]. Disordered materials with a tetrahedral network are also

of central importance to geophysics and planetary science (e.g. liquid silicates in

the interior of planets [8, 9] and low-density amorphous ice [10]). Understanding

structural diversity in tetrahedral networks with no long-range ordering is thus

a topic of strong scientific and technological significance. However, a robust

microscopic understanding has proven elusive, and further work addressing this

problem is clearly required.

Pure a-Si is an excellent model amorphous material that can be prepared

reproducibly by multiple methods [11]. Despite long-standing experimental and

theoretical interest in pure a-Si, an accepted model for its structure has not

been established [12, 13]. This is largely due to the fact that amorphous struc-

tures are characterized by correlation functions that encompass the statistical

variation in atomic order in the material. To date, these correlation functions

have not been measured to sufficiently high order and with sufficient precision

to unambiguously identify a preferred structural model for a-Si [14]. In gen-

eral it is thought that the short-range order (SRO) up to length scales of a

few Å, or nearest-neighbor bonding of these materials, is dominated by sp3 hy-

bridization. Ordering on approximately the length scale of 4 to 6 Å is often
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termed intermediate-range order (IRO) [15]. Beyond IRO, the extent and na-

ture of any medium-range order (MRO) is contested and ranges from very little

in the case of the continuous random network (CRN) model [16] to 1-2 nm

grains with topologically crystalline order in the case of the “paracrystallite”

model [17, 18, 19, 20].

The absence of an established model for the structure of a-Si is also due to

its structural variability. A variety of pure voidless a-Si’s exists [21, 22, 11] with

different mechanical [23, 24] and thermodynamic [25] properties depending on

preparation method and thermal history. These properties are only well char-

acterized for a small number of experimental a-Si’s. The full diversity of pure,

voidless a-Si’s remains unknown. This lack of fundamental knowledge compli-

cates the assessment of different computational approaches since a model cannot

be fully assessed for its validity if the full breadth of experimental structures is

not known. In this contribution, we focus on diversity in the SRO and IRO of

pure a-Si prepared by different experimental and computational methods and

find that order parameters on these length scales vary significantly with material

preparation and thermal history3.

We employ well-established experimental techniques to measure parame-

ters reflecting the SRO and IRO of several forms of pure a-Si. These are ion-

implanted and pressure-induced (PI) a-Si [11] and the thermally annealed ver-

sions of these materials. The ion-implanted forms have been studied extensively,

but the PI a-Si forms have not been assessed in depth. The MRO of these ma-

terials has been investigated previously. It appears that while the as-prepared

materials differ in structure, thermal annealing structurally relaxes these ma-

terials to a common ‘lowest-energy’ a-Si structure[11]. Such a relaxed network

approaches the ideal CRN [21, 22]. It remains unclear how preparation method

gives rise to the differences in the as-prepared materials. A previous work at-

tempted to obtain a better understanding of the structure of PI a-Si from a

3Note that this diversity does not represent a ‘polyamorphism’, i.e. a transformation be-
tween different amorphous polymorphs. Instead, it represents the extensive structural variety
within one of these polymorphs, i.e. that of low-density amorphous silicon.
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reverse Monte Carlo (RMC) approach constrained by experimental SRO and

MRO data [26]. The solution space in this approach was large, and there was a

significant dependence of the solution on the starting structure. In this work, we

develop this understanding further by comparing the as-implanted and relaxed

a-Si’s to the unknown PI a-Si using vibrational spectroscopy and diffraction.

The structure of a-Si has been studied theoretically through various atom-

istic modeling methods. The continuous random network (CRN) model for

amorphous SiO2 [16] was later extended to a-Si [27, 28]. CRN models are now

created through a bond-switching algorithm [29, 30, 31] (often called WWW

after Wooten, Winer and Weaire). a-Si models can also be created by the

activation-relaxation technique [32] or, more prevalently, molecular dynamics

(MD) simulation. In the latter case, the predominant approach is to quench the

amorphous network from the melt [33, 34, 35, 36, 37], other options being, e.g. to

simulate amorphization through ion implantation [38] or to anneal a pre-created

CRN structure using MD [39]. Empirical potentials [33, 34, 35, 38] as well as

quantum-mechanical tight-binding [39] and ab initio methods [36, 37, 40] have

been used to describe the interatomic forces in these simulations. Regardless of

method, the resulting models are compared to data obtained from experiment,

such as atomic pair-distribution functions [41, 33, 34, 35, 30, 39] or the vibra-

tional density of states [33, 35, 39] in order to validate them. However, it has

proven very difficult to create models of a-Si in agreement with all experimental

data, and to date no such model exists [42, 43, 44]. In this study, we determine

the SRO and IRO characteristics of computer-generated structural models of

a-Si constructed using melt-quenching, ion implantation, and a combination of

MD and WWW, as well as ad hoc paracrystalline structures, using two different

empirical potentials for each case.

We compare the SRO and IRO parameters of the experimental and simu-

lated a-Si structures in depth. The best agreement is found between thermally

annealed forms of implanted and PI a-Si and atomistic models prepared using

a hybrid WWW and MD approach. Clear qualitative trends are identified in

both theory and experiment. Our study reinforces the finding [44, 13] that
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the relaxed state of a-Si approaches the theoretical CRN. The experimental

and simulated ion-implanted forms share many characteristics, further evidence

that modeling can emulate the complex interplay of melting and quenching dur-

ing implantation. Finally, analysis of PI a-Si and simulated structures directly

quenched from the melt suggests that forms of a-Si created via a mechanism

that narrowly avoids crystallization display the highest structural disorder in

the short-to-intermediate range among different forms of a-Si.

Our study of experimental and computed a-Si’s has broad significance. The

magnitude of the band gap in pure a-Si is sensitive to atomic order [45, 46]. Our

work demonstrates that SRO/IRO in pure a-Si’s may be tuned by preparation

method and thermal treatment, showing the possibility of engineering band gaps

for specific applications in thin film electronics and optical devices. We identify

a strong correlation between preparation method and atomic order, allowing

new approaches of predictive modeling of different a-Si’s to be developed. Such

new methods are critical to correctly predicting the crystallization pathway of

a-Si under pressure to one of several metastable crystalline phases. Nanoscale

volumes of high-pressure crystalline polymorphs or Si may be highly useful for

thin-film technology based on crystallization of a-Si [47], and also for improved

photovoltaics [48, 49].

2. Methods

2.1. Experiment

We experimentally studied four different types of a-Si samples prepared from

diamond-cubic (100) Si (dc-Si). These were a-Si amorphized through ion im-

plantation and indentation, and the thermally annealed forms of these two ma-

terials.

Continuous 2 µm surface layers of implantation-amorphized a-Si were created

with the ANU 1.7 MV NEC tandem high energy ion-implanter at liquid nitrogen

temperature (77 K). Silicon ions of 80, 500, 1000, 1500 and 2000 keV in energy

were implanted to a fluence of 1×1015 cm−2 each into single crystal Cz-Si(100),

p-doped with boron to a resistivity of 10-20 Ωcm. A tilt of 7◦ to the normal
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of the wafer was used for implantation to avoid channeling effects. These films

were cut into 3 mm diameter disks using the Gatan Ultrasonic Disc Cutter 601.

For creating the PI a-Si samples, disks of the same size were first cut from

crystalline diamond-cubic Si (dc-Si). The PI a-Si was then formed using the

Ultra-Micro-Indentation System 2000 equipped with a spherical diamond in-

denter of ∼18 µm radius by applying loads of up to 750 mN at a loading rate

of 5 mN/s and subsequent fast unloading within 1 s. Some of the implanted

and PI samples were then thermally annealed at 450◦C for 30 minutes in a tube

furnace with a nitrogen atmosphere, resulting altogether in four different types

of a-Si samples. For ion-implanted a-Si, this heat treatment is well known to

structurally relax the film [50] without significant epitaxial regrowth [51], with

the same also reported for PI a-Si [11].

These a-Si samples were studied by Raman microspectroscopy to obtain

the RMS bond-angle deviation ∆θ [52, 21, 53] and a parameter reflecting the

dihedral angle deviation (ITA/ITO) [54, 55, 56, 15, 53]. Raman spectra were

recorded with a Renishaw 2000 Raman Imaging Microscope using the 632.8 nm

excitation line of a HeNe laser. Spectra were taken through a ×80 objective

using a spot of ∼2.0 µm radius with a laser power of ∼6 mW focused on the

sample, with an accumulation time of 30 s. Under these testing conditions,

repeated measurements in the same area confirmed that the samples of a-Si

were not damaged and remained indeed unaltered by the measurement. Further

details of the analysis are in Appendix A.

Transmission electron microscopy (TEM) is ideal to study small volumes and

thin films. TEM samples were prepared by dimpling to a thickness of ∼10 µm

using a Gatan Dimple Grinder 656 and then further thinning to electron trans-

parency (thickness of ∼20 nm) by wet-etching using HNO3:HF:CH3COOH in

a mixture of 5:1:1. Electron energy loss spectroscopy (EELS) in the TEM was

used to determine the mass density ρ0 of each a-Si [57, 58, 59, 60, 61, 62].

Differently to previous analysis of the same data using the Richardson-Luczy

algorithm [26], we de-convoluted the zero-loss peak from the plasmon peak with

the Fourier-Log method [57] for analysis. This became necessary to maintain
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consistency within all four sample sets. We then measured the radial distri-

bution function (RDF) of each form of a-Si in the TEM using high-resolution

electron diffraction. The mean coordination number 〈Z〉, mean bond-angle 〈θ〉

as well as ∆θ were extracted from the RDF [41, 63, 64, 65, 66, 67]. This measure-

ment was in large parts consistent with a previous evaluation of the RDF using

electron diffraction [26]. The measurement presented here, however, allowed

for a larger maximum scattering vector due to splicing together of diffraction

patterns [63, 64, 65]. This directly correlates to higher accuracy in real-space

data. Full details of these two electron microscopy analyses are presented in

Appendix A.

2.2. Simulation

In order to gain detailed microscopic insight into the structure of a-Si, we

created a set of ensembles of atomistic models of a-Si using computer simulation.

Our scope in the present work is understanding SRO and IRO. A future study

will focus on MRO in a-Si. Because of this, we required each individual structure

to consist of several thousand atoms, thus excluding the use of ab initio methods.

Additionally, a thickness of ∼ 20 nm was imposed on the structures in one

dimension, in order to approach TEM sample thickness here and in our future

work. We chose to employ the EDIP [68] and Tersoff [69] empirical potentials

for the Si-Si interactions in parallel, as both potentials are known to reproduce

the experimentally observed decrease in density of Si upon amorphization and

to give a reasonable description of the SRO characteristics of the material [38].

Note that the widely used Stillinger-Weber [70] potential does not give the

correct trend in density change. Furthermore, the potential displays spurious

features in the RDF at short distances [38] and was therefore not employed in

this study.

The atomistic ensembles were produced with a range of simulation setups

in order to produce a set of different structural models of a-Si. Firstly, to

produce a structural ensemble of Si amorphized through ion implantation, we

performed MD simulations [71, 72, 73, 74, 75, 76, 77] of the amorphization of

7



the material using 100 eV self-recoils. The resulting ensemble, created using

the EDIP potential, will be referred to as “Implanted EDIP”. Secondly, us-

ing EDIP and Tersoff in turn, we created an ensemble of a-Si through melting

and quenching. These ensembles will be referred to as “Melt-quenched EDIP”

and “Melt-quenched Tersoff”. Thirdly, for each potential, we produced an en-

semble of structures by starting from a set of perfect CRN models and then

further relaxing the networks through MD. These ensembles will be referred to

as “WWWMD EDIP” and “WWWMD Tersoff”. Finally, we created an en-

semble with paracrystallites, i.e. highly distorted crystalline grains embedded

in an otherwise amorphous structure [17, 18, 19, 20]. We did this by substi-

tuting spherical crystalline regions into the WWWMD models, and then fully

relaxing the systems. These ensembles we term “Paracrystalline EDIP” and

“Paracrystalline Tersoff”.

To quantify the SRO characteristics of the atomistic models of a-Si, we

computed the RDF, 〈Z〉, 〈θ〉 and ∆θ for each ensemble. We also computed

number density and difference in potential energy relative to dc-Si. Finally,

to access the IRO, we determined the distribution of primitive rings [78] and

dihedral angles [40] in each ensemble. Further details of the computational and

experimental methods can be found in Appendix B.

3. Results

3.1. Experiment

Raman microspectroscopy

Raman spectra for the experimental a-Si’s are shown in Fig. 1. For the 2 µm

thick implanted a-Si, no influence of the substrate is observed. However, in the

case of the PI samples, a contribution from the underlying dc-Si can be observed,

since the maximum a-Si thickness of ∼500 nm is less than the penetration depth

of the laser 4. The splitting of the transverse optic-like (TO) band is evidence

4Note that these same dc-Si features are also observed under these indentation conditions
independent of unloading rate and thus of phase transformed material formed (i.e. bc8/r8-Si
or PI a-Si). This strongly indicates that they can be attributed to the surrounding matrix of
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Figure 1: Examples of Raman spectra of as-implanted and as-indented PI as well as relaxed
implanted and relaxed PI a-Si with a dc-Si spectrum as background. The amorphous spectra
are all offset for clarity.

of residual stress in the indented specimens [79, 80, 81, 82].

The averaged SRO/IRO parameters obtained from five Raman spectra for

each a-Si are presented with their standard errors in Table 1. The quantitative

measures of ∆θ and ITA/ITO show significant differences between samples cre-

ated through the four different preparation methods. For both implanted and

PI a-Si, thermal annealing of the samples leads to a more ordered network, as re-

flected in the change in both ∆θ and ITA/ITO with respect to their as-prepared

forms.

Electron microscopy

The averaged values of plasmon peak energy Ep and ρ0 determined from five

EELS spectra from five different areas of each a-Si are presented in Table 2. ρ0

of as-prepared and relaxed ion-implanted a-Si determined by volumetric analysis

are 2.287±0.003 g/cm3 and 2.289±0.002 g/cm3, respectively [83], in excellent

dc-Si and not the phase transformed material. Furthermore, extensive transmission electron
microscopy of such phase transformed zones demonstrates the sole presence of amorphous
material.
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Specimen ΓTO/2 ∆θ ITA/ITO

[cm−1] [◦]

As-Implanted 39.8±0.4 10.8±0.1 0.636±0.019
Relaxed Implanted 34.7±0.3 9.1±0.1 0.395±0.006
As-Indented PI 42.0±0.2 11.5±0.1 0.744±0.008

Relaxed PI 36.1±0.1 9.5±0.1 0.432±0.002

Table 1: Results extracted from the measured Raman spectra.

Specimen EP (eV) ρ0 (gcm−3) ρ0/ρcrystal 〈Z〉 〈θ〉(◦) ∆θ(◦)

As-Implanted 16.61±0.06 2.287±0.008 0.982±0.003 3.7±0.3 110.0±1.0 10.2±0.1
Relaxed Implanted 16.62±0.08 2.290±0.012 0.984±0.005 3.9±0.3 111.0±0.6 9.6±0.2

As-Indented PI 16.76±0.07 2.328±0.010 1.000±0.004 3.6±0.1 109.0±0.6 11±1
Relaxed PI 16.56±0.05 2.274±0.007 0.977±0.003 3.9±0.1 110±1 8.4±0.5

Table 2: Density and SRO parameters extracted from the measured EELS spectra and J(r)s,
respectively.

agreement with our measurements. Interestingly, for as-indented PI a-Si, ρ0

approaches that of dc-Si within experimental error. This elevated mass density

correlated well with measurements of mechanical hardness[11, 84],5. The origi-

nally high density of PI a-Si decreases significantly upon annealing, in contrast

to what is observed for implanted a-Si, where the density is unchanged within

experimental error upon the relaxation. The ρ0 of relaxed PI a-Si is the same,

within error, as that of relaxed ion-implanted a-Si. This is in accordance with

expectations, as relaxed PI and relaxed ion-implanted a-Si have previously been

found to share many structural characteristics [11].

Representative reduced RDFs from the four different a-Si specimens are dis-

played in Fig. 2. The SRO parameters of the networks extracted from these ex-

perimental RDFs are displayed in Table 2. The measured coordination numbers

〈Z〉 for the as-implanted and relaxed implanted samples of 3.7±0.3 and 3.9±0.3,

respectively, are in good agreement with those extracted from high-resolution

X-ray diffraction data, which were 3.79± 0.01 and 3.88± 0.01, respectively [22].

5Note that despite its elevated density PI a-Si remains a ’low-density’ polymorph as evi-
denced by its coordination below 4 rather than a ’high-density’ polymorph with a coordination
above 4.
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This increase in 〈Z〉 upon thermal annealing is indicative of short-range ordering

from structural relaxation and has been attributed to defect annihilation [21, 22]

based on Raman spectroscopy and differential scanning calorimetry. The as-

indented PI stands out as having the lowest 〈Z〉 of the four samples, consistent

with a previous RDF electron diffraction study on this material that did not

use such a large range of scattering vector [84]. Thermal annealing of the PI

a-Si, however, results in structural relaxation reflected in the increase in 〈Z〉

to the same level as in relaxed implanted a-Si. The bond angle deviation, ∆θ,

decreases upon thermal annealing for both the ion-implanted and PI a-Si, in

accordance with the structural relaxation inferred from the change in 〈Z〉 upon

the heat treatment. We plot the bond-angle deviation parameters from Raman

analysis and the RDF for comparison in Fig. 6(a).
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Figure 2: Experimental reduced RDFs for the studied four forms of a-Si. The upper three
G(r) curves have been offset by 5 Å−2 for clarity.

3.2. Simulation

By comparing the SRO characteristics and the reduced RDFs of the computer-

generated structural ensembles with the present experimental results, it was

found that only six of the created ensembles showed satisfactory agreement

with experiment. The general features of G(r) for these ensembles (Fig. 3) are

in good agreement with the experimental RDFs (Fig. 2). However, the com-

puted G(r) have a tendency to display a very small peak at 3 Å not present in
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the experimental G(r). This arises from the inherent cutoffs in the potentials

used and highlights the fundamental difficulty in exact replication of experi-

mental data with computation. These small peaks do not, however, affect any

consequent analysis or conclusions drawn.

2 3 4 5 6

r (A
ο

 ) 

0

10

20

30

40

50

G
(r

)(
Aο
 −

2 )

Implanted EDIP

Melt−quenched EDIP

Melt−quenched Tersoff

WWWMD EDIP

WWWMD Tersoff

Paracrystalline EDIP

Figure 3: Reduced RDFs for the simulated materials. The upper G(r) curves have been
offset by 7 Å−2 for clarity.

The bulk properties and coordination characteristics for the same six computer-

generated ensembles are presented in Table 3. The structures are found to be

energetically stable, as quantified by a mean potential energy E − Ec higher

than that of dc-Si by ∼ 0.25 eV/atom. All ensembles show the correct trend of

decreased density with respect to dc-Si, with the density relative to dc-Si be-

ing broadly similar to the corresponding result from experiment (ρ0/ρcrystal ≈

0.98), save for the high-density as-indented PI sample. While the distribution

of coordination numbers 〈Z〉 will be discussed below, we note here that the

atomistic models tend to be overcoordinated with respect to the experimental

samples of a-Si [85]. The mean bond-angle 〈θ〉 is systematically ∼ 1◦ lower in

simulation than in experiment, whereas ∆θ tends to be slightly higher.

By examining ∆θ in more detail, it is seen that the WWWMD structures

display clearly the lowest bond-angle deviation among the ensembles. To ex-
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Name of ensemble Natoms Dimensions (nm) E − Ec (eV) ρ0/ρcrystal Z=3 Z=4 Z=5 Z=6 〈Z〉

Implanted EDIP 65536 8.8 × 8.8 × 18 0.24 0.964 0.01 0.88 0.10 0.0 4.1
Melt-quenched EDIP 65536 8.8 × 8.8 × 18 0.26 0.973 0.01 0.83 0.15 0.0 4.1

Melt-quenched Tersoff 65536 8.8 × 8.8 × 18 0.29 0.975 0.04 0.85 0.11 0.0 4.1
WWWMD EDIP 7200 2.7 × 2.7 × 19 0.20 0.972 0.0 0.99 0.01 0.0 4.0

WWWMD Tersoff 7200 2.7 × 2.7× 20 0.23 0.978 0.0 0.99 0.01 0.0 4.0
Paracrystalline EDIP 7233 2.8 × 2.8 × 20 0.27 0.966 0.03 0.85 0.12 0.0 4.1

Table 3: SRO and bulk characteristics of those computer-generated structural ensembles that
showed satisfactory agreement with experiment. Natoms stands for the average number of
atoms per structure in each ensemble. Z = i signifies the fraction of atoms in the ensemble
with a first-shell coordination of i.

Name of ensemble R = 3 R = 4 R = 5 R = 6 R = 7

Implanted EDIP 0.03 0.08 0.51 0.68 0.46
Melt-quenched EDIP 0.05 0.11 0.54 0.65 0.46

Melt-quenched Tersoff 0.01 0.08 0.51 0.73 0.48
WWWMD EDIP 0.0 0.02 0.42 0.83 0.56

WWWMD Tersoff 0.0 0.01 0.42 0.83 0.56
Paracrystalline EDIP 0.08 0.06 0.40 0.78 0.49

dc-Si 0.0 0.0 0.0 2.00 0.0

Table 4: Distribution of primitive rings (see [78]) in each ensemble as given by the total
number of rings per total number of atoms. Statistics for standard dc-Si are included for
comparison. R stands for the size of the ring.

plain this, we refer to the full bond-angle distributions of the atomistic models

(Fig. 4). Here we find the main peak at around 109◦ to be accompanied by two

smaller peaks, around 60◦ and 75◦, for Melt-quenched EDIP, Implanted EDIP,

and Paracrystalline EDIP, with Melt-quenched Tersoff displaying only the peak

at 75◦. By studying the ring statistics for the ensembles [38] (Table 4), it is ap-

parent that the peak ∼ 60◦ is due to three-membered rings and the peak ∼ 75◦

is due to four-membered rings. The existence of these two auxiliary peaks in the

bond-angle distribution increases ∆θ for all the ensembles except WWWMD.

The trends in ∆θ (visualized in Fig. 6(b)) therefore reduce to trends in the

relative abundance of small primitive rings among the ensembles.

The distribution of dihedral angles is presented in Fig. 5 for each ensemble.

For a perfect lattice of dc-Si, the distribution would show two sharp peaks at

60◦ and 180◦, respectively. For the amorphous ensembles, the spread in ∆θ

is generally matched with a corresponding spread in dihedral angles around

the positions of 60◦ and 180◦, with the WWWMD structures showing sharper
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Name of ensemble 〈θ〉(◦) ∆θ(◦) 1000/Pϕ
max

Implanted EDIP 108.3 15.9 0.464
Melt-quenched EDIP 107.9 17.6 0.656

Melt-quenched Tersoff 108.7 14.6 0.369
WWWMD EDIP 109.0 12.0 0.246

WWWMD Tersoff 109.2 11.0 0.232
Paracrystalline EDIP 107.7 17.4 0.304

Table 5: SRO and IRO characteristics of the computer-generated structural ensembles as
expressed by the mean bond angle, the bond angle distortion, and the spread of the dihedral
angle distributions (see text).
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Figure 4: Bond-angle distribution for each structural ensemble.
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distributions than the implanted and melt-quenched ensembles. The paracrys-

talline model shows mixed behavior with a high ∆θ coupled to a dihedral angle

distribution more strongly peaked than the melt-quenched or implanted mod-

els. We use the maximum in the probability distribution (Fig. 5) of dihedral

angles (Pϕ
max) to quantify this trend. To enable qualitative comparison to the

experimentally accessed IRO, it is useful to consider the inverse, 1/Pϕ
max. For a

perfect lattice of dc-Si the probability becomes a two-fold, sharp delta function

yielding for 1/Pϕ
max a value of zero. This is clearly consistent with the exper-

imental IRO where ITA/ITO also equals zero. The computed IRO results of

the structural models are summarized in Table 5, and the comparison to the

experimental counterpart, ITA/ITO, is shown in Figs 6 (c) and (d). Note that

to ease comparison and to display the experimental ratio and simulated 1/Pϕ
max

on the same scale, 1000/Pϕ
max is used in the table and figure.

The SRO and IRO characteristics expressed by the bond-angle and dihedral

angle distributions are summarized in Table 5. For the fully amorphous en-

sembles, i.e. excluding the paracrystalline ensemble, the WWWMD networks

display the highest IRO, followed by the implanted and then melt-quenched

ones. These findings are thus fully consistent with trends observed from bond-

angle distributions (Table 5 and Figs 6 (b) and (d)).

4. Discussion

4.1. Experiment

Strong correlation in the qualitative trends is found between Raman and

RDF data (Fig. 6 (a)). The lack of quantitative agreement is not surprising

given that the formula to extract ∆θ from the Raman spectra is empirically

derived [52]. The reduction in ∆θ of as-implanted a-Si upon thermal annealing

is in agreement with previous studies [21, 11]. ∆θ of both relaxed forms of a-Si

approach a similar value. As-indented PI a-Si exhibits a higher ∆θ than the

other forms of a-Si, indicating less structural order on the SRO scale in this

network. Furthermore, the structural characteristics of the IRO confirm this

finding, since as-indented PI a-Si also exhibits the least order on this length
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scale (Table 1, Fig. 6 (c)). In fact, the degrees of SRO and IRO appear strongly

correlated in all experimental a-Si’s, as seen in the similar shapes of Figs 6 (a)

and (c). This is true also for the simulated forms of a-Si, as seen in Figs 6 (b)

and (d).

In a completely random arrangement of atoms, an increase in mass den-

sity is accompanied by a linear increase in mean coordination number for a

fixed cutoff distance. Amorphous materials have significant atomic short-range

ordering, giving rise to strong features in the RDF such as the first-nearest

neighbour peak. Even so, experimentally, the nearest-neighbour co-ordination

shell is not well defined, as the RDF may not exactly go to zero. From the

experimental RDFs, we measure 〈Z〉 as integrated counts over a constant range

of r = 2.1 to 3.0 Å for all measurements as the first-nearest neighbour peak

is not well-defined enough to motivate changing the co-ordination shell radius

from specimen to specimen [63]. In our implanted a-Si’s, the density remains

unchanged, even though measured coordination in this fixed shell increases upon

thermal relaxation. This indicates that short-range ordering is occurring during

the relaxation anneal, resulting in a sharper first-neighbour peak in the RDF.

For the PI a-Si’s, we observe a decrease in density and increase in coordina-

tion upon relaxation. This trend demonstrates that in the as-indented material

there is significant disorder in the first-nearest neighbour shell, and a spread-

ing of nearest neighbour distances beyond the fixed cut-off used to measure the

coordination.

Higher-density crystalline polymorphs of Si (β-Sn, Si-II [86, 87, 88, 89], Si-

XII (r8), and Si-III (bc8) [90, 91, 92, 93]) are formed from dc-Si via high pressure

in a diamond-anvil cell or via indentation. PI a-Si is formed when an indenter is

unloaded quickly and the nucleation of the bc8 and r8 structures is avoided [92,

11]. The rate-dependence of amorphization in this “pressure-quench” is thus

somewhat similar to when quenching from the melt. The as-indented PI a-Si is

the densest form of a-Si measured to date, reflecting the method of preparation.
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4.2. Simulation

Structural diversity also exists for the simulated forms of a-Si. We now

explore the variety introduced into our computer-generated structures of a-Si

by the choice of interatomic potential and generation method.

Two categories of ensembles, WWWMD and melt-quenched, were prepared

using both the Tersoff and EDIP potentials. The materials prepared using

Tersoff show consistently higher energies, lower ∆θ (Fig. 6 (b)), a higher fraction

of undercoordinated and tetrahedrally coordinated atoms, and a larger number

of six-membered rings. The difference in ∆θ is larger between the melt-quenched

than the WWW ensembles prepared using the two potentials. This difference is

also pronounced in the IRO (Fig. 6 (d)). This effect may be due to differences in

the original melt. While 〈Z〉 of the liquid at 2000 K varies only slightly between

the two potentials (4.3 for Tersoff, 4.5 for EDIP), the density of the Tersoff

liquid is significantly higher than that of dc-Si, whereas the EDIP liquid is less

dense [68].

In order to probe the effect of generation method on structure, we compare

the four different ensembles prepared using the EDIP potential, starting from

coordination statistics. The WWWMD displays almost perfect fourfold coordi-

nation, as expected. The implanted ensemble and the melt-quenched ensemble

have slight overcoordination through an increase in fivefold-coordinated atoms.

The overcoordination in simulated melt-quenched and implanted a-Si has been

documented previously [38], and remains an unresolved problem for these em-

pirical potentials. The paracrystalline structure has a fraction of Z = 5 atoms

intermediate between the melt-quenched and implanted ensembles and a finite

amount of Z = 3 atoms. These differences in coordination are reflected in the

ring statistics for the ensembles (Table 4). For dc-Si, the only ring size present

in the size range considered here is R = 6. The WWWMD structures are almost

solely made up of five, six, and seven-membered rings, still giving 〈Z〉 = 4.0.

However, the other EDIP ensembles display a shift in ring distributions towards

smaller ring sizes, implying overcoordination as observed above.
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4.3. Correlation between experimental and simulated structures

Overall, the strong structural variability of computer-generated a-Si with

preparation method and thermal history mirrors our observations of the exper-

imental materials, and trends can be identified. However, quantitative agree-

ment between simulation and experiment cannot always be expected. For ex-

ample, in simulation, the self-consistent way to find 〈Z〉 is to integrate the

pair-distribution function up to the first minimum beyond the first peak. In ex-

periment, we measure 〈Z〉 as integrated counts over a constant range of r = 2.1

to 3.0 Å for all measurements in order to avoid termination ripples at low r [63].

The difference in integration range between the two methods may constitute an

additional source of discrepancy between simulation and experiment.

Experimentally relaxed forms of a-Si and the WWWMD structures

The thermally relaxed a-Si’s and the WWWMD models are strikingly simi-

lar, with the highest SRO and IRO with respect to other experimental or theo-

retical generation methods, almost perfect fourfold-coordination, and a similar

density deficit with respect to dc-Si. Our findings imply that the WWW bond-

switching algorithm is a similar process to structural relaxation in experiment.

Indeed, it has been long argued that relaxed a-Si approaches the experimental

equivalent of a CRN [11, 21, 22, 44, 13].

Experimentally as-implanted a-Si and simulated implanted a-Si

The experimental as-implanted a-Si and the simulated implanted a-Si do not

compare quantitatively, although they share the same mechanism of amorphiza-

tion. The simulated implanted a-Si is slightly overcoordinated and less dense

than the experimental material. These observations reiterate previous findings

that implantation-amorphized Si cannot be completely accurately produced us-

ing standard classical interaction potentials and MD simulation [38]. Whereas

the temperature-quenching of liquid-like collision cascades is captured realis-

tically in standard MD simulation, the time between successive recoil events

is orders of magnitude shorter than in typical experiments. The simulation is
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therefore likely to neglect relaxation of defect configurations (including recom-

bination of close defects) with relaxation barriers higher than those that can be

overcome within short (ps) time scales, contributing to discrepancies between

theory and experiment. Nonetheless, the implanted a-Si’s compare qualita-

tively, as they are the second-most ordered a-Si’s, midway between the relaxed

and quenched forms (Fig. 6).

Pressure-induced a-Si and simulated melt-quenched a-Si

PI a-Si and melt-quenched a-Si’s are the least ordered of all forms considered

experimentally and computationally. Both are formed through quench rates that

are just sufficiently fast enough to avoid crystallization. In the melt-quenched

case this means a cooling rate of 0.01 K/fs or 1013 K/s, which prohibits nucle-

ation of dc-Si during cooling. In the case of the PI a-Si, the analogue of rapid

quenching is the rapid pressure-release rate of ∼10 GPa/s, which is fast enough

to prevent nucleation of the crystalline bc8 and r8 structures. The a-Si’s do

not compare quantitatively, similar to the implanted a-Si’s, as these processes

are sensitive to rate, and the simulation could not match the experimental time

scales.

The paracrystalline ensemble

Unlike the other models, the paracrystalline model has no experimental

equivalent in this study. The low degree of SRO and high degree of IRO (Figs 6

(b) and (d)) is not consistent with any known experimental form of a-Si, where

high IRO always corresponds to high SRO and vice versa.

4.4. Significance of variation in structural order

Through our combined experimental and modeling study we have been able

to distinguish clear trends in structural order of a-Si with preparation technique.

Our work provides an initial guide for engineering desirable properties in this

elemental amorphous system, and also for following a new approach of predictive

modeling of a-Si.

A low defect density is critical in silicon photonics based on a-Si [94]. Pre-

vious experiments [46] have demonstrated that the magnitude of the band gap
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in nominally pure a-Si’s is extremely sensitive to preparation method, varying

from 0.95 eV for sputtered a-Si to 1.3 eV for a-Si prepared using electron-beam

evaporation. Modeling studies also show a variation in the band gap as a func-

tion of preparation method, with the WWW model having a larger band gap

and fewer gap states than a model prepared by melt-quenching [45]. Our study

demonstrates that order in the short-intermediate range can be varied strongly

by controlling preparation method, with a smaller band gap anticipated for

generation methods yielding higher disorder [45, 95]. Our work shows that a

significant amount of electronic structure engineering can be achieved even for

these elemental amorphous semiconductors, which are used widely in thin-film

transistor and solar cell technology.

Phase transformation to the bc8/r8 Si polymorphs can be induced by inden-

tation pressure in a-Si enabling impurity-free crystallization of a-Si at room tem-

perature [47], an alternative to more expensive laser-crystallization [96]. These

localized phase transformations can be exploited for maskless nanoscale pattern-

ing simply through the differing etch rates of these different Si phases [97]. The

bc8 and r8 polymorphs are themselves of interest, with both phases predicted

to be significantly better suited for photovoltaic applications than standard dc-

Si or a-Si [48, 49]. The correlations we have found between experimental and

modeled structures and the demonstrated universal dependence of structure on

preparation method may enable new avenues for engineering such nanoscale

patterning. To this end, we propose an approach of predictive modeling where

a form of a-Si, sufficiently rigid to undergo phase transformation instead of plas-

tic flow [98], is first created in simulation, and then this preparation method is

emulated is experiment, to enable following a particular crystallization pathway

to a desirable high-pressure metastable phase.

5. Conclusions

Large variation in atomic ordering is found between experimental and sim-

ulated forms of a-Si, regardless of their voidless, pure, and uniform nature.

The only simulated a-Si that attained quantitative agreement with experiment
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was that generated through a hybrid bond-switching Monte Carlo and MD ap-

proach, giving a structure very close to the experimentally thermally relaxed

a-Si’s. Simulation methods that depend on rate, such as ion-implantation and

melt-quenching, could not match the measured SRO/IRO parameters, as the

simulated time scales are too short. Nonetheless, clear relative differences were

identified in SRO/IRO in both theory and experiment. a-Si quenched from ex-

treme conditions is the most disordered. a-Si formed from implantation is more

ordered, and relaxed forms of a-Si are the most ordered, regardless of preparation

method preceding the relaxation. No unique experimental form and therefore

no unique structural model exists for a-Si. By mimicking experimental setups

in simulation, qualitative agreement in structural properties can be achieved.

Our work serves to guide engineering a-Si for desireable properties in existing

photonics, and our findings enable a new approach of predictive modeling of

a-Si for future applications.
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Appendix A. Experimental methods

Appendix A.1. Raman spectroscopy

Significant differences in terms of peak position and width were observed

between the different samples of a-Si after thermal annealing. The differences

in peak positions can be quantified through detailed analysis of the Raman

spectra. The main features used for the quantification are the half width at half

maximum of the broad transverse optic-like (TO)6 (ΓTO/2), the intensity of

the TO-like peak (ITO), and the intensity of the transverse acoustic-like (TA)

peak (ITA). The characteristics of the TO-like peak are correlated with the

vibrational bond-stretching modes and thus ΓTO/2 can indicate whether the

state of a-Si is relaxed or unrelaxed [55, 21, 53]. A simple empirical equation

directly relates ΓTO to the RMS bond-angle ∆θ as derived by Beeman et al. [52]:

ΓTO = 15 + 6∆θ (A.1)

Note that usually ΓTO/2 is used for this analysis, since only the high-frequency

side of the TO-like peak is fully optic, whereas the lower-frequency side of

the TO-like peak overlaps with acoustic modes [53]. Consistent with previ-

ous work [21], ΓTO/2 was thus determined directly from the maximum of the

TO-like peak and the minimum on the high-frequency side.

Information on the dihedral angle deviation and hence intermediate-range

order (IRO) in the materials can be accessed by means of the intensity of the

6Note that the TO peak is a well defined, sharp peak in dc-Si. The peak in a-Si referred
to as ‘TO-like’ represents its amorphous equivalent broadened due to breakdown of quantum
confinement. Equally, the other broad a-Si peaks are only observed due to this breakdown.
To signify this, the peaks are supplied with the suffix ‘-like’ in the remainder of the text.
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TA-like peak. The vibrations giving rise to this peak are due to bond-bending

modes, i.e., to the collective vibration of entire Si tetrahedra, and the peak

intensity is related to the amplitude of fluctuations of the dihedral angle [54].

Hence, a more rigid, or more ordered, network will yield a lower TA-like peak

intensity. In order to gain a normalized measure of the ordering of the network

through this relationship, the ratio ITA/ITO was calculated, with a lower ratio

indicating a more ordered network [55, 56, 15]. For computing this ratio, the

intensity of the TO-like peak used was the peak intensity determined for ΓTO/2

as described above. The intensity of the TA-like peak is determined from the

maximum on the low-frequency side of the peak, as only this side is free from

overlap with optic modes [53]. The intensity of the peak was obtained directly

from the spectrum after fitting using the Savitzky-Golay formalism for 5-point

smoothing using the Origin package.

Although less prominent in the relaxed PI case, in the as-indented PI sample

the dc-Si transverse optic-like (TO) band is clearly split into two bands at

510 cm−1 and 528 cm−1. This behavior is presumably due to residual stresses

in the underlying dc-Si introduced by the indentation. The band at 510 cm−1

is consistent with tensile stress, whereas the band at 528 cm−1 is suggestive

of compressive stress [79, 80, 81]. The reason for the presence of two distinct

bands rather than an integration over the entire dc-Si volume sampled might

be the fact that residual stresses are directional. Therefore, it is likely that

the tensile stress present in the underlying dc-Si is in the x/y-direction of the

indenter geometry and thus a precursor to the formation of a median crack [82],

whereas the compressive stress in the underlying dc-Si is in the z-direction of

the indenter geometry.

Appendix A.2. Determining the mass density

The mass density ρ0 was measured using electron energy loss spectroscopy

(EELS) and the free-electron or “jellium” model. In this model, assuming each

Si atom contributes four valence electrons, the plasmon energy Ep and ρ0 are

34



related by [57]

ρ0 =
ε0

4h̄2NAe2
MSim

∗E2
p . (A.2)

Here h̄ is the reduced Planck constant, NA the Avogadro constant, MSi the

atomic mass of Si, e the elementary charge, ε0 the permittivity of free space and

m∗ the effective electron mass [57]. Theoretical calculations demonstrate an

equivalent m∗ for pure dc-Si and a-Si [60]. Hence, the known longitudinal m∗

of 0.98 for dc-Si [61] was assumed for all Si forms. Ep was directly measured by

EELS in a Philips CM30T TEM working at 100 kV by using a Gatan 666

PEEL spectrometer. The energy resolution of the EELS measurement was

∼1 eV. EELS spectra were recorded in diffraction mode using convergence and

collection semiangles of 3 and 5 mrad, respectively. The determination of Ep

using the Richardson-Lucy algorithm for the deconvolution of the low-loss EELS

was unsuccessful because of the low intensity of one data set. For consistency,

Ep was therefore determined from the low-loss spectrum after de-convolution of

the zero-loss peak from the plasmon peak using the Fourier-Log method [57].

The plasmon peak was fitted using a DC offset as a dark-current correction

and the energy-loss function [57] in an energy range of 13 to 22 eV. From the

determined Ep, the mass density ρ0 was then calculated using Eq. A.2.

Appendix A.3. Measuring and analyzing the radial distribution function

For measuring the radial distribution function (RDF) of the samples in the

TEM, the ion-implanted specimens were polished using low-energy, glancing-

angle Ar+ ions at low temperature for 10 minutes to remove any surface oxide

(PIPS, 1 keV, 2◦, −100◦ C) just prior to insertion into the TEM. The indented

specimens were not ion-milled, as they were not mechanically (due to significant

residual stresses) and thermally stable enough for the procedure. Selected-area

diffraction patterns were obtained in a JEOL JEM-2100F FEGTEM using a

Gatan UltraScan 1000 (2k x 2k) CCD camera. The dark-field tilt was em-

ployed to tilt the incident beam and bring diffracted intensity associated with

different ranges of the scattering vector onto the CCD camera, thereby ex-

tending the total accessible angular range. By splicing the diffraction patterns
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together, diffracted intensities were measured out to a maximum scattering vec-

tor s = 2 sin(θ)/λ of 3.3-3.7 Å−1 for the ion-implanted samples, permitting a

high-resolution RDF to be measured as detailed in Refs [63, 64, 65]. For the

PI a-Si, the maximum angular range was 2.8-3.0 Å−1, since the sufficiently thin

indented regions provided a limited field of view (i.e., due to the fact the PI

a-Si can only be created in localized volumes of a maximum of 10 µm diameter).

The diffracted intensity was radially averaged into I(s) and transformed to the

reduced intensity function φ(s) using tabulated values for the atomic scattering

factor [63]. The reduced intensity function was then Fourier-transformed to a

reduced RDF, G(r) = J(r)/r− 4πrρ0, where ρ0 was determined using EELS as

detailed above and J(r) is the RDF [41]. Parameters associated with the SRO

of the materials were extracted from the RDF.

Coordination numbers were measured by integrating each RDF between the

limits of 2.1 Å and 3.0 Å. For the ion-implanted a-Si, the error in the values

quoted is the min-max spread as the high integration limit was varied between

2.9 and 3.1 Å. For the PI a-Si, the min-max spread was estimated from dif-

ferent regions probed from each specimen, as opposed to the variation of the

integration limits. For electron diffraction, truncation with a finite Qmax re-

sults in a broadening that can be approximated by a Gaussian and does not

affect the coordination number if suitable integration limits were chosen. The

maxima of the first and second-nearest-neighbor peaks were used to determine

the average bond-angle 〈θ〉 [63] as a statistical measure of both structure and

implicit correlations due to bonding energetics. The bond-angle spread was

measured by fitting the left-hand shoulder of the second-nearest-neighbor peak

with a Gaussian and deconvoluting the experimental resolution function to ob-

tain the natural width of the peak. For the PI a-Si, three areas were sampled for

each specimen. Bond-angle and coordination statistics were averaged for each

specimen and the variability was then estimated from the min-max spread.

The bond-angle distortion ∆θ appears to depend on the spread of the second-

nearest-neighbor peak due to thermal and instrumental broadening. While the

effects of thermal broadening alone are small, an upper limit for instrumental
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broadening and consequent deconvolution had to be estimated. The rigidity of

the strong covalent Si-Si bond implies a very sharp first diffraction peak ap-

proximating a Dirac delta function. The broadening of this first peak can be

regarded as an extreme upper limit for the ‘response function’ and cannot be

smaller than the true broadening. Since amorphous covalent networks exhibit

a real dispersion of nearest-neighbor distances, which contributes to the broad-

ening, approximating the true broadening by this width is most likely a severe

overestimation. Nonetheless, Gaussian fits to the first diffraction peak of all

RDFs were made to provide such an overestimate of the inherent broadening

of all second diffraction peaks. This was then subtracted in quadrature for de-

convolution [67]. This lowered the values for the average bond-angle distortion

∆θ by ∼ 4 − 9%. The resulting values further departed from ∆θ measured

by Raman in terms of absolute values and also trends. Consequently, further

broadening effects do not seem to affect measurement of ∆θ from our RDFs, and

deconvolution of the experimental resolution function was deemed sufficient.

Appendix B. Simulation methods

Appendix B.1. Creating the structural ensembles of a-Si

Ion implantation

To produce a structural ensemble of Si amorphized through ion implantation,

we performed MD simulations [71] of the amorphization of the material using

100 eV self-recoils within a periodic simulation cell of approximately the dimen-

sions 9 nm × 9 nm × 9 nm. The pristine crystal structure at a temperature of

77 K was used as the initial structure for these simulations. First, a single recoil

event was simulated, letting the simulation run for a total of 3 ps, during which

the simulation cell was cooled back down to 77 K. The final structure from this

simulation, translated randomly over the periodic boundaries, was then used as

the initial structure for the next recoil, and successive recoils were thus sim-

ulated until the total kinetic energy deposited in the cell was ∼35 eV/atom

for runs with the EDIP potential and ∼55 eV/atom with the Tersoff potential.

These doses were selected based on the angular structure factor analysis [72].
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The structure was considered to be amorphous when this factor did not change

anymore with increasing dose. Comparison with an average experimental value

of amorphization dose obtained from several different ion irradiation studies of

about 12 eV/atom [73] shows that these simulated doses are consistent with

dose levels where also experimentally Si is fully amorphized. A lower number

of recoils was sufficient to accomplish amorphization for EDIP than for Tersoff,

partly because of the lower threshold displacement energy of the former [74].

Using the interatomic-potential specific displacement energies Ed of 16 eV and

19 eV and the NRT-dpa equation [75], NFP = 0.8Edamage/2Ed, where NFP is

the number of Frenkel pairs produced by a recoil of kinetic energy Edamage, one

finds displacements-per-atom (dpa) values of NFP = 2.5 and 2.1 for EDIP and

Tersoff, respectively. We also used cells with a total energy deposition of ∼10%

of the above values to produce a separate line of structural ensembles in the

manner detailed below. At these lower doses, some small amount of crystalline

structure was still detectable in the cells. A total of 30 cells of a-Si were created

using this method with each interatomic potential and ion dose. Next, the cells

were annealed for a duration of 1 ns at 723 K and subsequently slowly cooled

back down to 77 K. We also used cells prior to annealing to produce a separate

set of ensembles, in the way detailed below. The Berendsen thermostat and

barostat [76] were used to control the temperature and to relax the dimensions

of the orthogonal simulation box in order to attain zero total pressure in all MD

runs throughout the work.

An ensemble of structures was then generated for each potential, dose, and

heat treatment. For each structure, two simulation cells were chosen at random

among the 30 generated. The two cells were rotated randomly in steps of 90◦

in all dimensions, translated randomly over the periodic boundaries, and then

joined along one face of each cell to produce a stacked structure of dimensions

9 nm × 9 nm × 18 nm. Conjugate gradient relaxation [77] was then used to relax

the newly formed stacked structure, as unphysically close atom pairs are prone

to form in such a joining procedure. Finally, using another MD simulation, the

cell was brought from a temperature of 0 K to 77 K at a rate of 0.01 K/fs and
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then held at 77 K for a duration of 50 ps. The entire procedure was repeated

until an ensemble of 200 structures of implanted a-Si had been produced using

each interatomic potential, implantation dose, and either with or without the

1 ns annealing procedure following the implantation. The only ensemble to

match the experimental SRO and density data to a satisfactory degree was the

one constructed from the full dose of implantation with the 1 ns annealing run,

using the EDIP potential.

Quenching from the melt

Next, we simulated amorphization of Si by melting and quenching. Start-

ing from a configuration of silicon atoms that was constructed by selecting

points randomly in space using only the constraint that a distance smaller than

1.8 Å between any two atoms was prohibited, we first equilibrated a liquid cell

of 9 nm × 9 nm × 9 nm at T = 2000 K by running a simulation of 50 ps of

duration at that temperature. Then, the system was quenched down to 77 K

at a rate 0.01 K/fs, and finally kept at that temperature for 60 ps. A total

of 200 structures were created with this simulation setup for each interatomic

potential. As with the implanted ensembles, we then proceeded to join and

relax 200 randomly chosen pairs of simulation cells to create an ensemble of

200 structures of the dimensions 9 nm × 9 nm × 18 nm using each interatomic

potential.

Bond-switching Monte Carlo

We then proceeded to create an ensemble of structures by starting from

a set of perfect CRN models and then further relaxing the networks through

MD. To create the CRN models, we employed the bond-switching Monte Carlo

algorithm of Wooten, Winer, and Weaire [29], as implemented for the simplified

Si-Si Keating potential by von Alftan et al. [31] In this procedure, we first

created a total of 200 annealed CRN structures of the dimensions 3 nm × 3 nm

× 19 nm, using the same annealing parameters as in Ref. [31] Then, using the

EDIP and the Tersoff potential in turn, each CRN structure was further relaxed

by bringing the cell from a temperature of 0 K to 77 K at a rate of 0.01 K/fs
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and then keeping the system at 77 K for a duration of 50 ps. Using this method,

200 structures were created for each interatomic potential.

Paracrystalline model

Finally, we created the following two paracrystalline ensembles. Through

cutting out uniformly distributed spherical regions in the WWWMD EDIP and

WWWMD Tersoff structures and subsequently inserting into each of these voids

a randomly rotated perfectly ordered dc-Si crystallite of diameter ∼1 nm, a set

of 200 paracrystalline structures with ∼10% of the total volume being crystalline

was created for each potential. We then relaxed each structure using conjugate

gradients and MD, analogously to the approach for our implanted and melt-

quenched simulation cells. The resulting grains inside the amorphous structure

are indeed highly distorted, yet bearing a clear resemblance to dc-Si.

An example of a structure in the Implanted EDIP ensemble and the WWWMD

Tersoff ensemble is visualized in Fig. B.7.

8.8 nm

8.8 nm

18 nm

2.7 nm

2.7 nm

19 nm

(a) (b)

Figure B.7: Visualization [102] of a structure in the Implanted EDIP (a) and the WWWMD
Tersoff (b) ensemble.

Appendix B.2. Analyzing the atomistic models

For quantifying the SRO characteristics of the created atomistic models of

a-Si, we first computed the pair-distribution function g(r) = ρ(r)/(N/V ) [41]

for each structure in each ensemble, where ρ(r) is the average number density

of atoms at radius r from any given atom, and N/V is the total number density

of the structure. We then averaged g(r) over all structures in each ensemble.
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After this, for direct comparison with experiment, we computed the reduced

RDF G(r), similarly averaged over all structures in each ensemble. We then

determined the mean nearest-neighbor coordination number Z of each ensemble

by performing the integral

〈Z〉 =
N

V

∫ rmin

0

4πr2g(r)dr, (B.1)

where rmin is the radius corresponding to the first minimum in g(r) after the first

peak. By examining g(r) for each ensemble, a universal cutoff of r = 2.8 Å was

found to just encompass the nearest-neighbor coordination shell. Hence, any

pair of atoms with a distance equal to or smaller than this were considered

bonded in all subsequent analysis. The distribution of coordination numbers

was then determined for each ensemble, by simply employing this cutoff value.

Additionally, we calculated the distribution of bond-angles θ in each ensemble,

and from that the mean bond-angle 〈θ〉 and the RMS bond-angle deviation

∆θ. We also computed the mass density of each ensemble with respect to

that of dc-Si (ρ0/ρcrystal). Next, in order to assess the overall stability of the

structures, we calculated the difference in potential energy per atom relative

to dc-Si (E − Ec). Finally, in order to access a quantitative measure of IRO

present in the structures, we determined distributions of primitive rings in each

ensemble using the method of Yuan et al. [78], as well as the distribution of

dihedral angles [40]. The latter were analyzed further by fitting the peaks with

two Gaussians using the Origin package to obtain peak maxima.
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