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Cratering-energy regimes: From linear collision cascades to heat spikes to macroscopic impacts
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Using classical molecular-dynamics simulations we examine the formation of craters during 0.4—-100-keV
Xe bombardment of Au. Our simulation results, and comparison with experiments and simulations of other
groups, are used to examine to what extent analytical models can be used to predict the size and properties of
craters. We do not obtain a fully predictive analytical mo@eith no fitting parametejsfor the cratering
probability, because of the difficulty in predicting the probability of cascades splitting into subcascades, and the
relation of the heat spike lifetime and energy density. We do, however, demonstrate that the dependence of the
crater size on the incident ion energy can be well understood qualitatively in terms of the lifetime of the heat
spike and the cohesive energy of the material. We also show that a simple energy density criterion cannot be
used to predict cratering in a wide ion energy range because of the important role of the heat spike lifetime in
high-energy cascades. The cohesive energy dependence differs from that obtained for macroscopic cratering
(observed, e.g., in astrophysidsecause of the crucial role of melting in the development of heat spikes.
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[. INTRODUCTION place in cascades with long lifetimes. In fact, in a recent
paper Aderjan and Urbasgeguggest that liquid flow might
Surface modification of materials by incident ions hasexplain why the cratering cohesive energy dependencies dif-
been observed using electron microscopy, scanning tunnelirfgr from those predicted by macroscopic modis$? but
microscopy (STM), and atomic forces microscopy they do not give a description of the mechanism by which
(AFM).>~* A large variety of features have been studied:this might occur.
hillocks,” depressionS; ® crater rims,~*'%adatoms;**and In this paper, we use MD simulations to examine crater
surface roughening’ Hillocks can appear when an energetic formation by Xe recoils impacting on Au in an unprecedent-
process occurs a few layers below the surface. For instancgdly wide energy range, ranging from 0.4 up to 100 keV of
an energetic recoil can create a minispike which melts thenitial ion energy. We chose this ion-solid combination be-
surrounding region, creating a low-density region of largercayse TEM experiments are available for cratering in the
volume which raises the surfat&When the energy loss per gome syster 35 \We find that at higher energies the fun-
unit path length of the projectil@lE/dx, and the sputtering jamental mechanism leading to cratering does indeed
yielq are relativgly small, adatoms are observed in both exéhange. While in the low-energy regimes(0 keV) the
periments and simulations. For larger energy depositaon mechanism can be understood on the basis of a high kinetic

Iarg_e_r yields a crateris formed._ For even I_arger yields recje'energy density alone, in agreement with previous models for
position of the ejecta plus plastic deformation occurs pmducaense metals, we show that at high energiess@ keV)
ing craters with rims, studied recently for ion bombardment ’ 9 9

of polymers? Craters are also produced by cluster ion bom_cratering can rgsult from lower kiqetic energy densities due
bardment in which nonlinear effects lead to enhanced® the long lifetime of the heat spike. We also present ana-

sputtering”~2* This has been studied in the velocity regime !Ytical models for both energy regimes, and compare our
in which nuclear(elastio energy loss dominates over elec- simulation results with experiments and results in other types

tronic energy loss and has also been observed iRf materials.
experiments/ =20 This paper is organized as follows. First some details of
Although several studies have used molecular-dynamictie simulation and crater identification and measurement are
(MD) computer simulations to examine crater given in Sec. Il. In Sec. Il results for a few individual events
formation!*621-28most of them have been limited to fairly are presented, leading to the identification of weak points in
low total ion or cluster impact energies; 10 keV. In this  current analytical models of cratering. In the following sec-
energy range, a fairly good description of the mechanisms dfion we discuss the formation mechanisms of our craters in
cratering has been found in dense fcc metadfsYet MD  detail, and relate them to previous models. In Sec. V we
simulations of mixing in the bulk have shown that the compare our results directly with experiments, and in Sec. VI
amount of atom displacements keeps increasing superlirdiscuss why macroscopic scaling laws do not apply to atomic
early up to ion energies of 100 keV in dense fcc metals, systems. We then compare our results for single-ion bom-
and that the heat spikes formed can persist for tens dbardment with results for cluster bombardment in Sec. VI
picoseconds? This poses the question whether the long life-and finally, in Sec. VIII, show that with appropriate scaling
time of high-energy spikes can alter the mechanism of craerater sizes in both metals and some organic solids can be
tering in fcc metals, as significant liquid flow might take understood in the same framework.
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Il. METHOD TABLE I. Simulated mean rangeR) and straggleéS, values for
50-keV Xe bombardment of001) Au surfaces at 0 K, using no
zero-point atom displacements. Using thermal atom displacements
The basic MD simulation methods used in this work hascorresponding to 300 K gave almost as strong channeling effects,
been described in several previous papéré;**3%so in here  for instance giving a mean range=103+3 A for 9=10°, &
we only recall the basic principles, and the features which=20-30°. The ion range is here defined as the ion penetration
differ from previously published work. In simulating ion ir- depth.¢ is the angle between the initial ion velocity vector and the
radiation of a surface, we place an incident ion on a randont@01) surface normal‘tilt” angle ), and ¢ the angle between the
position a few A above the surface, and give it a kineticinitial vector and the(lQ()) dir_ection in the surface plangtwist”
energy of 0.4—100 keV towards the sample. The incidenfngle' /,-’\II angles are given in degrees. A range of angles such as
angle is chosen in an off-channeling direction close to theo_360 means the angle was selected randomly in this range.
surface normal. Most simulations were carried out for a

A. Molecular-dynamics simulations

(001 surface, but six 100-keV events were also simulated0 ¢ R (A) S(A)
for a (111) surface. No major differences were observed ing 0 1240+ 50 780
the crater sizes for the two surfaces for 100-keV energies:
The development of the system of atoms is followed until the® 20-30 67@20 480
cas_cade has cooled down close to the ambient temperaturg, 20-30 1085 110
which for the cascades presented here was awhy to
definitely rule out any post-cascade damage annealing. A fed5s 20-30 813 90
50-keV eventgthe results of which are not presented here
were also simulated at 300 K, and found to give similar®® 20-30 xs 60
crater sizes as the 0-K events. Varying the initial position ofog 20-30 693 60
the recoil atom can cause the resulting cascades to behave
very differently depending on where the strongest collisions30 20-30 752 76
occur.

The simulation cells had periodic boundaries in xtend 25 0-10 16414 251
y dimensions, and a fixed bottom layer in thelirection. 25 10-20 72 70
They were cooled dowrotO K using Berendsen temperature

20-30 6% 3 60

control at the cell borders and a few layers at the botto
above the fixed layer. The simulation cells had at least 165 30-40 743 60
atoms per eV of incident ion energy, which was enough ta
prevent cell heating beyond the melting point or pressure . .
wave reflection from the borders strong enough to affect thé&lastic moduli scaled by the factérWe further verified by
cascade outcome. Moreover, the temperature scaling at tffgnulations that the melting poinfty,; scaled highly accu-
boundaries absorbed most of the pressure wave. To ensufdely byf, as expected from Lindemann’s . o
that no artificial border effects occurred, runs were automati- For reference purposes, we note that at 0K the binding
cally stopped and restarted in a larger simulation cell if aen_ergy of ouAr EAM Au islJ,=3.930 eV, the lattice constant
recoiling atom with an energy higher than 20 évhich is 2_4'080 A_’3 and he*.‘ce the atomic densny I8
less than the threshold displacement en&ggntered the _0.'0589 - The melting temperature of the simulated
temperature scaling region. Hence the periodic boundarie%OIId Is 1110-20 K.
essentially acted to stabilize the simulation cell against rota-
tion and displacement, but had no artifical effects on the
cascade outcome. To enable the use of simple binary collision approxima-
Most simulations were carried out in Au modeled by thetion programs such a&rim (Ref. 4 for quick estimates of
embedded atom methodEAM) potential of Foileg? cascade energy densities and penetration depths, it is impor-
smoothly joined to the universal repulsive interatomic potentant to use an incident angle in the simulation corresponding
tial of Ziegler, Biersack, and Littmafk at small interatomic  t0 @ nonchanneling direction. To find such a direction, we
separation$® To probe the cohesive energy dependence ofised theMDRANGE code, which is an ion range calculation
the crater size, we used artificial modifications of this potencode which accounts for the crystal structtfre.
tial for different values of the cohesive energy. To be precise, In the particular case of heavy-ion irradiation(601) fcc
in the EAM formalisni®*? we scaled the pair potential and Metals, we have observed that channeling effects can be ex-
the embedding energy of the potentiaj by a fadton the tremely strong, requiring careful selection of both the tﬂ)(
range 0.5—1.6, while leaving the electron density unmodiand twist () angles to obtain a good nonchanneling direc-
fied. To preserve the ballistic properties of the potentialtion. As we shall see below, this may be of crucial impor-
however, the factof was scaled smoothly back to 1.0 at tance for the comparison of cratering probabilities with ex-
small interatomic separations in the samer range where periments, whence we give some sample range results for
the repulsive potential was onset. This scaling gives an intef50-keV Xe bombardment a01) Au at 0 K in Table I. The
atomic potential with the same equilibrium lattice constant agesults show that the mean ranBedepends sensitively on
the original potential, but with the cohesive eneldy and  both # and ¢. Ranges at other energies had a quite singlar

B. Finding nonchanneling directions
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TABLE Il. Results for individual cascade events simulated by MD ardv averages for the same
energies. For MDEyin (ot is the total energy of the liquid atoms in the top 40 A, averaged over two times
around 0.1 psfor instance, at 0.07 and 0.15)pE, meaniS the mean energy of all atoms inside a cylinder
of radiusR,,4 and length “Depth”. For the MD simulationR,,;/R,,q and “Depth” indicate the size of the
cascades is the energy density calculated using a cylinder containing the casag@d ps in the MD runs
n is the atomic density, antdly the equilibrium potential energy of the materi&dl, . is the number of
vacancies, and is the initial sputtering yield. Note that because many of the sputtered atoms leave the
surface in hot clusters, and can subsequently evaporate from the cluster and redeposit on the surface, the
initial MD sputtering yield is not exactly comparable to experimentally measured yields. Individual simula-
tions are labeled by an extra number, for instance, case number 8 for 10-keV bombardment is labeled 10-8.

5 keV 10 keV 100 keV
Event 5 5-2 5-1 5-4 5-9 10 10-8 100 100-4
Model SRIM MD MD MD MD SRIM MD SRIM MD
Crater? N/A no small yes yes N/A yes N/A yes
Exintor (keV) 442 2125 281 271 316 832 6.27 254 6235
Exin mean (€V) 184 088 117 113 1.31 1.66 2.4 0.31 0.76
R N/A N/A 8+3 164 164 N/A 19.6-2 N/A 36+ 6
Riat/Rrad 13/18 20 25 17 125 19/26 20 77/105 60
Depth 30 40 30 40 25 40 35 250 60
e/nUg, 0.8 0.39 0.43 0.68 2.35 0.5 0.62 0.07 0.21
N, ac 119.5 75 73 299 152 233.3 408 1,064.5 4,538
Y 15.9 2 6 31 15 21.3 44 36.3 472

and ¢ dependence. To obtain an optimal nonchanneling didensity discarding atoms witg,;,>E. However, the en-
rection we used= ¢=25° for the(002) surface at all ener- ergy deposition irsRIM represents the scenario before 0.1 ps,
gies. These results emphasize that whenever a quantitativehen there are only few energetic recoils and the cascade has
analysis of the cratering probability is desired, it is crucial tonot evolved significantly.

either avoid channeling by carefully picking a nonchanneling
direction(as done in this studyor account for the channel- D. Analvsi
ing effects in the analysis. - Analysis

Post-run analysis of the quenched MD simulation cells
was performed to identify the surface features. If the last
layer of atoms was located at 0, with the target inz<<0,

A number of srim 2000.39(Ref. 45 calculations were all atoms in the rang@/4<z<r,, were counted as ada-
performed in order to compare binary collision approxima-toms, and all atoms abowg,,,; were counted as sputtered
tion (BCA) results with MD results. If good agreement is atoms.r,, was set to 20 X for all cases except the 100-
found, e.g., in the energy densities, tsRiM code could be keV ones, where =40 A. Both values are much larger
used to obtain quick estimates of cratering probabilities. Thehan the cutoff radius of the potential, which is only 5.55 A.
runs used the same incident anghes 25°, Ug,1=2.6 €V, The crater and the crater rims were measured along two
and U,,,=3.9 eV. We usedEp=25 eV as the displace- directions and the mean sizes were evaluated. The deviation
ment energy value farIM. 3 The low-energy self-sputtering of the crater shape from a circle was estimated with a param-
of Au at normal incidence was reproduced well with theseeter «=R_/R., whereR_ and R. are the smaller/larger
values of the binding energies and displacement ensray.  crater radii, respectively. This parameter was typically 0.6—
also gives the lateral and radial straggling of the inciden.9, since the craters were not circular but diamond shaped,
ions (Rja; andR;,q). The total energy deposited up to certain following the symmetry of the lattice, as seen in cluster bom-
depth, Eyj, 1ot Can be calculated by integrating the energybardment simulation of CB.The area of the craters was
deposited as a function of depthFp(z). Energy densities therefore calculated as a circle and also as a parallelogram,
were calculated using a cylindrical volunehich contained  which gives smaller areas, but within 10-30% of the value
the cascade better than a hemispherical vojurseim fol- for a circular area.
lows recoils until they reach the displacement energy, and The rims were identified as structures with more than one
therefore one should really compare with the MD energyatomic layer above the surface, to differentiate them from

C. BCA calculations
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0.25 ps 20.0 ps ? >

FIG. 1. Crater formation by a 100-keV Xe ion
hitting a (001) Au surface. The figure shows a
cross-sectional slice of eight atom layers in the

(210) plane in the central part of the simulation
cell. This cross section was chosen to give a good
illustration of the subcascade splitting. The arrow
in the first frame indicates the initial direction of
the incoming ion. The tip of the arrow shows the
impact point of the ion projected on this cross
1.0ps 40.0 ps section; the actual impact did not occur in these
' atom layers. The 0.25- and 1.0-ps snapshots show
that the cascade splits into two almost separated
subcascades during the ballistic phase of the cas-
cade. The subcascade below the surface subse-
qguently behaves like a cascade in the b(Ref.
37). The subcascade at the surface produces a
crater between 2 and 40 ps, and also causes a
large atom cluster to sputtéRef. 36. This sput-
- - = : tered cluster is so hot that it emits a large number
- : ' of Au atoms and dimers, many of which redeposit
on the surface. Notice also how an interstitial-like
dislocation loop has formed at 20 ps close to the
right edge of the crater, and at 40 ps has produced
an adatom island next to the crater by coherent
displacementRef. 11). The final 150-ps snapshot
shows the final crater structure, a vacancy loop
produced by the subcascade inside the sample,
and a complex dislocation structure on the right-
hand side of the crater.

single-layer adatom islands and coherent displaceffient,for instance, the eighth 10-keV event is marked by “10-8.”
which occurs often at the side of the rim for the 20—100-keVResults for a few events are listed in Table Il and discussed
events. below.

The volume of the crater is approximated as the number Figure 1 shows cross-sectional snapshots of a 100-keV
of atoms “excavated” from the targennV=Ngq4at Nspur  cascade, event 100-4, with a crater being formed between 2
=N, wheren s the equilibrium atomic density of the solid. and 40 ps. Figure 2 shows the final crater produced in this
If the number of atoms on top of the surface is used as aavent. The liquid flow of atoms builds the crater and crater
estimate of the crater volume, there are two small correctionm. Notice that the cascade splits below the surface, and one
which have not been taken into account. There may be atoms the subcascades does not reach the surface, even though it
far from the crater which are on top of the surface because Cﬁroduces some coherent disp|acerﬁ'eot atoms next to the
coherent displacements. Besides, there may be interstitials gfater. Below we analyze in detail a few cascades in order to
vacancies in the crater walls which change the normal derjarify some results regarding cratering probability, which is
sity of the material, but their number was observed to bejiscussed in the following section.
small, and in any case their effect seems to roughly cancel |n Table Il we compare MD results for individual events
each other out. The “measured” radius of the craiy, is  to average results from th&rim 2000 BCA code. The MD

not affected by these corrections. values for cascade size, mean energy per atom, etc., compare
reasonably well wittsriM, except for 100 keV. Note that the
Il INDIVIDUAL CASCADES AND CRATERING energy densityg, is of the order of 0.3-2nUy at 0.1 ps,

when the craters just start to form. For the 10-keV case
A detailed picture of the cratering formation scenario canshown in the table, this energy density decreased to
be obtained by considering individual MD simulations. For ~0.075:1U, by 1 ps, in good agreement with other estimates
brevity, we use the following notation to denote individual of mean kinetic energyH,;,) in the molten region of the
events. TheBth event, whereB is a running index, carried cascadé®® The case 10-8 forms an almost hemispherical
out with an energy of A" keV is denoted by “A-B.” Thus,  crater, as well as the case 5-9. The case 5-4 has a large
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cause it can dilute the energy density significantly and con-
centrate it away from the surface. As a result the cratering
probability is reduced.

IV. FORMATION MECHANISMS

Averaged simulation results can be found in Table Ill. The
data for R; include only the results of those simulations
which produced a crater. The error estimates indicate the
standard deviation of those events. The cratering probability
was calculated as the ratio of cratering events to total number
of events,P(E;)=N¢;at/Niotar, and it was always larger
than 40% for the energies studied.

A. Role of spikes at different energies

In the early work of Thompson and JoHawhere large
deviations from linear cascade theory were found, it was
proposed that thermal spikes were not necessary, and that a
decrease in the surface binding would be enough to explain
the data. In our simulations spikes are certainly playing a
large role and, since the surface damage is considerable, the

FIG. 2. (Colon Crater produced in the event illustrated in Fig. 1 surface binding also decreases.
seen from above. The colors indicate the height of the atoms. Blue It has been claimed that the energy density in the cascade
and cyan atoms are below the original surface, and green, yellovgetermines the crater formatidi®*°and that an energy den-
and red atoms above, with the red atoms being highest up. Thsity larger thannU, is needed to produce a crater. On the
color scale has been chosen to emphasize atom layers at the surfagéher hand, several mod&S assume that the flow of liquid
hence all atoms deeper than 1 unit cell (4.08 A) below the originaktoms towards the surface can occur when atoms have
surface have the same blue color. The maximum depth of the cratgr . =3k,T,,=0.29 eV, giving a much lower energy
is about 44. A. Notice .the regular adatom islaigdeen atomson denéity than before;=0.07U,. We now use our simulation
the lower right-hand side of the crater, produced by the coherenfggits to elucidate the reasons behind this apparent discrep-
displacement mechanism. The dislocation below the surface als, ncy.
produce§ a regular at.om edge close to the crater, just next to the In order to verify the first assumption, a simple estimate
adgtom island. The smglg adatoms far from the crater are atoméan be made as follows. For instance, Egy=50-keV bom-
which have been redeposited on the surface from the sputtered atotr)nardment we can assume an hemispherical crater of radius
clusters. ! . pherica
R., and thatE, is shared by all atoms inside the crater,

subcascade splitting, but both cascades are very close to tH&ich gain an energyE;, (2/3)mRInE.=E,. Using R;
surface. On the other hand, case 5-2 has two subcascades30 A, close to the one found in M[see Table i, gives
with some coherent atomic displacement on top of the largeN.=3336, E;=15 eV/atom-3.8J,/atom, if most of the
cascade producing only few adatoms and a platelet. The cag@ergy is originally deposited inside the crater region.
100-4 forms a large crater, but notice that the energy densit)¥adatoms=3370 from MD compares well with the missing
is lower than that for the 5-keV event that did not producecrater volume. The agreement is quite good, except for ener-
any crater. Since the cascade is so large, it can stay h@ies below 20 keV, when craters are shallow, or energies
longer, and flow occurs during tens of ps, even though th@&bove 50 keV, where a significant fraction of the energy is
energy density is low. Notice that the crater radius is muctleposited deep inside the sample. However, as can be seen
smaller than the cascade size, but the rim for 100-4 has #om Table II, the energy density at energies above 10 keV is
length of 100-10 A, close to the lateral range of 105 A. much smaller thamU,, although higher than 0.0T,. At
From the analysis of the above cases and other events nigwer energies the energy density increases, but still is
discussed in detail here, we can already qualitatively consmaller than the minimum energy that would produce craters

clude that: according to Ref. 1. The cascade in the simulation 10-8, in
(i) At low bombarding energies, cratering occurs for en-Table I, has a crater siz®.=19.6£2 A, and Eyjp o
ergy densities close to b, =6.27 keV. Inside a cylinder of radius 20 A, and height

(i) Energy density alone is not a good criterion for crater35 A there are 2595 atoms, ari, mear=2.4 €V<Uj.
formation, since for large spikes the long lifetime of the This givese=0.62nU, (nUy=0.2315 eV/&). Discarding
spike will allow ejection even for energy densities muchthe atoms with kinetic energy belowd, gives e,
lower thannU,. To obtain a cratering probability one would ~0.5%U,. Thus we see that the apparent contradiction in
need to take into account the probability of the spike beingenergy densities mentioned earlier may at least in part arise
long lived, related to both spike radius and available energyfrom the fact that the energy density needed for crater pro-

(iii) Cascade splitting should somehow be included, beduction does in fact strongly depend on the spike lifetime.
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TABLE Ill. Summary of simulation results for different energies. To calculate outflow time usin¢?Eg.
and spike times in Eq(3), we usedR.=R,, for 1-20 keV,R.=0.75R,,; for 50 keV, R,=0.5(R,,; for
100 keV. The spike times for the bulk of the MD simulation were calculated as the time when the number of
liquid atoms was reduced by a factor of 10 from its maximum value, which occur0d& ps. The spike
times for the surface were calculated as the times when the number of liquid atoms at the surface had a
maximum. Cratering probabilities were evaluated as explained in the text.

Eo (keV) 1 5 10 20 50 100
Events 20 10 20 20 10 6
R. (A)(MD) 8.5+15 13-4 19.6:2  24+4  31+25 33:25
Riat (A)(SRIM) 7 13 19 26 43 65
tspike (PS(MD), bulk 3.8:02 9.7+04 13+3 13+1 333 30+ 10
tspike (PS(MD surf), no crater 0.40.3 2.3-0.4 5+2 18+2 7.5+3 4+2
tspike (PS(MD surf), crater 0.90.2 2.6:04 6x2 23+1 12+3 16+5
tspike (P [EQ. (3)] 0.8 2.8 6.0 11.3 17.3 17.6
toutr (P9 [EQ. (2)] 2.6 4.9 7.1 9.8 21.0 21.2
P[e(Ey)>e.] (MD) 0.80 0.78 0.73 0.7 1 1
Pepiit 0.0 0.1 0.2 0.3 0.3 0.4
P(E,) (MD) 0.79 0.67 0.60 0.55 0.83 0.60
P(E,) [Eq. (4] 0.80 0.70 0.58 0.49 0.70 0.60

Merkle and Jger proposed that surface spikes were theevents simulated resembled craters. However, because of the
cause of the cratering and sputtering yield enhancement thelifficulty of clearly defining what is a crater with the very
observed in Bi and Bi* © bombardments of Au. Crater for- small number of atoms involved, we did not include these
mation in our simulations is related to the probability of the events in the quantitative analysis. In the low-eneityy20-
cascade being close to the surfésee Sec. IV (; as in their  keV) regime, the crater has a roughly hemispherical shape,
work. However, since they could only see craters with athe radius of the crater is close to the radius of the lateral
radius larger than 25 A, they find a high-energy thresholdange of the ion in the solid, and the dependence of the
for crater formation. In our simulations we observe that cratadius with energy follows theEé’3 dependence. Prompt
ter formation can still occur at relatively low bombarding sputtering of hot atoms cools down the spike significantly.
energies, but the crater size is well below the detection limit Second, at high energy deposition, the spike region is
of Merkle and Jger (see Fig. 3 They also assume that large, and the energy density is lower than 0.25. How-
atoms originally resident at the crater site are all sputteredgver, since the spike is large, the center of the spike cools
while we now know that most of the atoms will be redepos-down much slower than its sides, and there are atoms which
ited at the crater rim and will not contribute to the sputteringcan flow out creating a crater. The crater radius is only a
yield. fraction of the lateral size of the cascade, since the borders

Based on the above discussion and the results in Sec. lltool down rapidly. We found that
we can identify two regimes in the crater formation process.

First, at low-energy deposition only a relatively small hot Re~Ria 1.13-2.6X 10 *(E,/U)], (1)

region is created. For single ions this will occur when thegives a very good fit of the crater radi@ as a function of
penetration depth has roughly the same size as the latergle |ateral size of the cascad®,,. Next we discuss this
range of the ion, i.e., up to 10-20 keV in XeAu. If the liquid flow in greater detail.

energy density deposited in the cascade is larger than
0.2U, a crater will be formed, provided the cascade is
connected to the surface and did not decay into multiple
subcascades. The probability of crater formation is slightly There will be a crater if the time for atomic outfloty,,s,
lower than one only because of the latter reason. For energiés close to or larger than the lifetime of the spikg,ixe- touts
lower than 1 keV, the lateral size of the cascade is of the&an be estimated as the time it takes the atoms originally
order of the lattice spacing, and it would be difficult to dis- inside the crater to flow out. Assuming for simplicity a cy-
tinguish a crater from a small vacancy cluster. We did perdindrical outflow at constant velocity .= 2E./m, and up
form a number of 400-eV events, and found that 4 out of 170 a depthR.,

B. Liquid flow
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70 T T events is good, while the surface spike lifetime in noncrater-
I Q;,// ] ing events is shorter, especially at higher energies. The out-
e T flow times from Eq.2) are close to the spike times from Eq.

(3) for energies above 5 keV, making possible the crater for-
mation by melt flow.

C. Cratering probability

The cratering probability for a projectile with energy,
P(E,), can be estimated as follows.

10 - .
1 . P(Eo):j P(Eq,R)dR
. W wD Ri
1.7 | (O DonnelygBirtcher . . . .
] ] where the probability of creating a crater with a radius be-
———— T —————————rr tweenR; andR;+dR; is p(E,,R;)dR . In order to simplify
1 10 E (keV 100 1000 the analysis, we assume that the probability of producing a
o( ev) crater with certain radiu®; is a delta distribution forR;

. . o =R.~Rjat,; P(Ey,R)=p(E, Ry 6(Ri—R.). This is espe-
. F'G' 3. Cratc_er radiug as a function of the 'F‘C'de“t energy, cially valid at low energies, where fluctuations in crater size
including experimental data of Donnelly and BirtcliRefs. 10 and . -
35 are not as large as for higher energy, as was also noted in the

experiment of Merkle and ger’ This probability can itself
be split in three contribution®[ e (E,) > ¢.] is the probabil-
NS R2%t w=nmR3=t tf:ﬁ. (2) ity of reaching the threshold energy density, in the sub-

4 ool ¢ surface layerP[ tspie™tiiow] iS the probability of the spike
lifetime being longer than the outflow time. Finally,
Pspiit(Eo »Riar) is the probability of the cascade splitting into
two cascades with each having not enough critical energy, or
agﬁoing too deep into the sample. Then,

v. IS @ mean velocity of the atoms after the outflow begins.
Writing Ec.=aUg, tour=4R./\av,=0.84R./a)/Ja.*®
The spike lifetime can be estimated assuming lattice he
conductivity with a constant heat diffusivity.*® Then,

P(Eo) =P(Eq,Rjat) =P[e(Eg)>en]

><[:l-_Psplit(EoaRlat)]P[tspike>tflow:|- (4)

If the lifetime of the spike is estimated as the time that it )
takes to cool down from the initial energy density to the NOt€ that at low values c&,, the threshold energy density
critical energy densitytspixe Can also be obtained analyti- should bee,~0.3y,=0.31Uo, and that the termP[tspixe
cally (assuming a Gaussian temperature prpfiggven the >t o, ] Will be roughly 1. This is because the crater is cre-
initial cascade parameters, and gives times within 30% of thated mainly by “ballistic” events, not melt flow. On the other
simple estimate in Eq3). In order to check the validity of hand, at high energy density, the critical energy is much
Egs. (2) and (3), we compared the times from those equa-lower, sc~3kBTm~0.07sUO, and spike times are important.
tions to the MD results, using=15 A?%/ps (obtained from  From the MD simulations, we find th@spie(Eo ,Riar) de-
MD), and Eq.(1) to obtain the spike radius. Note that typi- pends on energy. It is near 0 at low energies, and increases to
cally it is assumed thatgpikeoch (Ref. 49 but, following  0.2-0.4 at higher energies. Of course, for energies much
transport theory, the lateral range is roughly linear viith  higher than here, it will eventually approach 1.

tepike~ RS/ (4K). (3)

which would mearrZ ;< E3. We show calculated values @¥(E,) in Table IIl. The
Spike times are generally calculated neglecting the coolvalues in the table are calculated by usiBDtspixe™ triow]
ing due to evaporation. However, this coolifggsignificant  =1. P[e(Ey)>e,] andPgp i were now obtained from MD,

when only a small hot region is created, and the penetratiohut could be obtained from a much simpler BCA calculation.
depth has roughly the same size as the lateral range of thEhe values for the calculated cratering probability compare
ion, i.e., up to 10—20 keV in Xe: Au. On the other hand, for well with the values from MD.
100 keV Xe—Au, the lateral size of the cascade~$60 A, For E,>20 keV liquid flow is the main contribution and
while the ion range is~135 A (see Table Ii. The flow of  the energy density threshold for crater formation is lower,
atoms to the surface starts at about 0.1 ps, even though tiheading to an enhanced cratering probability. The cratering
“ballistic” part is not finished. The ion is colliding further probability decreases rapidly fd,>50 keV due to cas-
down from the surface, where the spike has not developedades being deep below the surface, and splitting due to fast
yet, but liquid flow already started above this region. recoils. Our simple model reproduces all these features, and
As seen in Table Ill, Eq(3) underestimates the spike extrapolating our results to E,=200 keV gives
lifetime in the bulk, becausB; is used as the characteristic P(200 keV)=0.3£0.1 and P(400 keV)=0.07+0.05,
length scale. However, the agreement between(Bqgand  which compares well with the experimental value of
the MD results for the lifetime of surface spikes in crateringP(400 keV)=0.03 from Ref. 36.
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V. COMPARISON TO EXPERIMENT

The crater radius from our MD simulations can be seen in
Fig. 3 as a function of bombarding energy. The radius can be
well approximated by &2° dependence at lo,, but at
largeE, there is a saturation, which is related to saturation of
the energy deposition in the target. This energy deposition
can be related to the known values for the stopping power,
dE/dx, and it is included in the figure. There are some mod-
els that predict a dependence of the crater radius with A
(dE/dx)Y? (Refs. 50 and 5land this is the dependence ] -
shown in Fig. 3 askR,=0.55"4, wherel=n"%3, and x 1- g s
=(dE/dx)(1/U). ]

The data from Birtcheet al1®*®are also shown in Fig. 3. 10'
It is clear that within the uncertainties the experimental and ] *
simulated data agree very well, giving good confidence in o
the validity of our simulations. (a) Eo(keV)

In Ref. 35 Donnelly and Birtcher discuss a criterion for
crater formation based on the available energy density. They 5o —r ——rr
only look at high-energy cascades where spike times are ] |
much longer than the outflow time to form a large crater A (Rim Length)/4 -
(with the mean size expected for those eneigi€kis corre- ] Rim Width
sponds to our high-energy region. .

The cratering efficiency is much smaller in the experiment
(5%) than in our MD simulations £50%). There are two
likely reasons for this:

(i) Even though crystal orientation was not perfectly
known in the experiment, the incidence anglavas about
15°, so there has been a significant amount of channeling 10 LS -
(see Table I, and note that both the mean range and strag ] - 1
gling are larger for6=15° than for #=25°), which de- 1 -
creases the energy deposition close to the surface and there r
fore the probability of cratering.

(i) The cratering probability of 0.05 was found from the 1 Y T e
ratio of cratering probability to crater destruction cross sec- (b) E (keV)
tion. This cross section could be larger than estimated due to
the large ion beam fluxes and possielghancecatom mo- FIG. 4. (a) Total number of atoms above the surface, adatoms,
bility induced by the electron bombardment. and sputtered atoms as a function of the initial ion energy. Note that

Donnelly and Birtcher also assume that the faceting of théecause many of the sputtered atoms sputter in hot clusters, and can
crater sides occurs slowly by dif‘fusiaﬁHowever, our simu- subsqueqtlylevaporate. from the cluster and redeposit on the sur-
lations show(see Fig. 2 that the craters already are faceted face, this initial sputtering yield does not exactly correspond to

directly in the collision cascades due to the crystal structureSXPerimentally measured yieldéb) Crater rim length and rim

The number of total atoms above the surface after bomWidth versus the initial ion energy.
bardment and the size of the crater rim can be seen in Figs. . . L B
4(a) and 4b). As expected from the behavior of the crater N Expressing energy in eV and density inA A=(1.39

— 3 i
radius, the number of atoms above the surface is linear with 8%2) ?/ZAB_T%GOPJ: 0H75) ?VAANoé!cetthattE(ftq;/B)n
E, at low energies and saturates at higher energies. —v.ra € - '€ higher vailué oR Indicates that the cra-

In the low-energy regime we can cast our results in thder depth is typically smaller than the crater radius, as can be
following form: seen in Fig. 4a), where the open triangles represent the left-
' hand side of Eq(5).

Number of atoms

H Total

O Adatoms
€ Sputtered
A n(@3)mR] |

Rim Size (A)

VI. ROLE OF THE BINDING ENERGY OF THE TARGET

2 E
(T)”REIA—; 5 Outside the ion-beam community, it has generally been
assumed, based on scaling laws, that crater size scales as
Ugl. This dependence was verified by macroscopic cratering
events, like those of gas-gun experiments and astronomical

27\ E objects where gravity can be neglecfédowever, this has
N.= B(—) n—z_ (6)  been recently challenged by results in both EAM (Ref. 6
3/ Ug and LJ solids? where the dependence was found talhg?.
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mation is similar to what is found for atomic projectiles in
the high-energy regime.

As mentioned in the introduction, Aderjan and Urba$sek
recently presented cratering results for,€uCu where the
number of atoms in the crater was found to scale as

N.=131E (keV)—656. (7)

In addition, a scaling wittJ ~2 was found. Using Eq.7) for

] 20-keV bombardment of Cu, gives.,= 1964, while using

O Adatoms the density and binding of Cu in our Ed6) gives N,

® N_-Adatoms+Sputtered Atoms =1820+ 230, in an excellent agreement with the previous
. , _ N estimate. Notice that the 20-keV Xe bombardment deposits
1 10 all its energy close to the surface, as do the €lusters. The

@ U(eV) scaling found by Aderjan and Urbassek cannot explain the
experimental results of Xe bombardment of Au, nor the re-
sults for bombardment of g on highly oriented pyrolytic
graphite (HOPG),>* since the crater size increases always
linearly with energy. This gives additional evidence for the
need of a more complex model. Besides, Aderjan and Ur-
bassek suggested that the presence of viscosity may be the
cause of the quadratic behavior with However, for EAM
liquids near the freezing point, the viscosityscales ay
[T, \/U 5 If the crater is formed mainly by outflow we
can consider some simplified cylindrical flow and use Pois-
son’s equation, where the numbidrof flowing atoms isN

»  Crater Radius ] o[y~ TecU Y4 This would give only an extra factor of 0.25

& Rim Length U, ] in the exponent and therefore it is quite unlikely to be the
A Rim Width reason for the transition from linear to quadratic behavior.
Typically, cluster bombardment simulations and experi-
10 ments have been done at low energy per bombarding atom.
(b) U (eV) For Cgo bombardment of HOPG, the crater “tracétorre-
sponding roughly to the rim length in our simulatipnsea-
sured with an STM, was found to be proportional to
[(dE/dx),]¥? from 100 eV/atom up to 1 keV/atom, even

To test this, we repeated our 10-keV Xe bombardment simut-hOngh the experimental errors are quite larb@ hemi-

: . S o . “spherical crater is created, whose radius follows the law:
lﬁiogss(:v)(';?atizic??nbslrgmﬁ modified by changing the poten (2/3)7-ng’n E.=E,, with E.~0.03J,. This mean energy is

In Fig. 5@) the number of atoms on top of the surfdes consistent with the low-energy densities found in the molten
explained in Sec. Il Dis plotted versus the binding energy, region. . .
and a quadratic dependence is found for bindibigs the All these results support our findings that spikes play a
range 1.6),—0.8J,. This quadratic dependence may resultmajor role in crater formation, and that a simple linear scal-
from a combination of two factors. We found that the numberjngl of the crater volume with the bombardir_wg energy is not a
of atoms in the meland the lifetime of the spike scale as good description except at very low energies.
U~ L. Therefore, if the total number of adatoms scales as the

product of the liquid atoms generated in the cascade and,; coMPARISON WITH MODELS EOR OTHER KINDS

Number of Atoms

Crater Size (A)

FIG. 5. (&) Number of adatoms, and total number of atoms
outside the surface, vs binding eneidy (b) Crater size vdJ.

spike Iifetime, the result depen_ds bhasU 2 (see al_so Ref. OF MATERIALS
53). In Fig. 5b) the crater size is plotted as a function of the
binding energy, also showing a dependencéof. Even though most cratering studies have been performed
in the regime where the bombarding ion deposits most of its
VIl. COMPARISON WITH CLUSTER BOMBARDMENT energy in elastic collisions, there are a number of

experiment$® and simulation®~>8dealing with cratering in
Since there are a number of experiments and simulationthe regime where most of the energy is initially deposited in
dealing with cratering induced by cluster bombardment, wehe electrons of the target. Experiments and simulations of
discuss some relevant cases. For cluster bombardment at latatering in solids made of large biomoleciife¥ suggested
E., the situation is such that the energy is deposited in @hat the crater formation process is mainly due to the large
roughly hemispherical region and the threshold for crater forpressure pulse following electronic relaxation. However, the
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10— T T — In EAM fcc metals the critical energy density needed for

] 2 EAMAG & ] crater formation for relatively narrow cascades is also close
AL ii | to nU, while for more extended cascades much lower energy
densities also produce cratering. However, the energy density
equivalent to the bulk modulus of Au is 1.04 eViA
=4.5MU,. This energy density is never reached in the Xe
bombardment. On the other hand, the shear modulus is
equivalent to 0.7iU.

In the LJ track simulation, significant cascade splitting
does not occur because of the initial conditions and can be
neglected. In addition, because of the many-body contribu-
tion in the EAM potential, the binding of small clusters is

—
o

-1/3

él}é

_ (Rim Width)/n
»
—p—

100

-
o

B EAM-Au larger than in the LJ potential, and this may lead to an en-
o uw hanced liquid flow to the surface.
. — - _ In Fig. 6 we compare the current results on cratering by
10 100 Xe in EAM Au with those of cratering in a LJ solid by
X=(dE/dx)(n'1/3/U) high-energy ions? To make the two cases comparable, we

give the abscissa in terms of the scaled stopping power,

FIG. 6. Cratel_r dimensions versus scatd/dx for both EAM (d E/dx)(n_1/3/U), and the crater radius scaled by the char-
Au a}nd a LJ solid. The LJ results are from Ref. 8E/dx was  geteristic length scale of the material ¥3. The figure shows
obtained fromsrim for the Au results. that there is remarkably good agreement between the scaling

of the crater radiu®R; with the stopping power. The rim

mechanisms of surface erosion on condensed gas ¥blidsvidth shown in the inset, however, does not follow any
seem to be controlled by thermal spikes, with pressure playsimple scaling law. The likely reason is the different heat
ing only a secondary role in crater formation. spike geometrycylindrical vs hemisphericaleading to dif-

Condensed gas solids and other soft materials can be retgrent crater shapes.
sonably well approximated by using simple two-body poten- Thus we see that despite the major differences between
tials, as the Lennard-Jones potential). The track of exci- metals and some insulators which can be modeled as LJ sol-
tations can be modeled as a cylindrical track of radiys, ids, the crater sizes can still be understood in the same frame-
with atoms having some extra kinetic energy, i.e., a cylindri-work, when the incident energy deposited into atomic colli-
cal spike. For tracks of fixed radius,y;~ 2!, with I=n-18  sions (either directly or via electronic excitationsis
there seems to be a critical energy density necessary for cragonsidered along with the stopping power of the material.
ter formation, which is close toU.>? For rim formation, the
energy density needed is even higher, of the order of the bulk
modulus of the material or~-9nU. However, large craters
can also be produced at a low-energy density, as in the case In conclusion, we have examined crater production by
of 100-keV Xe— Au. In LJ solids this has been seen in simu- 0.4—100-keV Xe ions impacting on Au using classical MD
lations of tracks, wher&.~0.8U produces no crater for a simulations. On the basis of our results, we could show that
spike radiug gpie~ 2, while for rgpie~5I the same energy the cratering mechanisms cannot be understood in terms of a
density can produce large craters because the spike lastigle parametefsuch as a single energy dengjtiput rather
longer>® LJ rare gases are comparatively stiffer than metalsin terms of two energy regimes. In the low-energy regime
and the pressure pulse associated with the high-temperatufien energies of~1—-20 keV in the present systerie cas-
spike takes a significant fraction of the energy when the eneades which produce craters need to have relatively high
ergy density is large, but it can be neglected for low energynitial energy densities;-0.5nU,. However, at higher ener-
densities. This alsalecreases the relativéfetime of the gies (=100 keV) the liquid formed in the heat spike can
spike as compared to metals. become so long-lived that plenty of time is available for

There are of course several differences to ion bombardliquid flow, and a much lower initial energy density
ment of metals, where the spike radius will vary significantly (~0.2nU,) suffices for crater formation. These observations
with the energy of projectile, and the energy deposition willexplain some apparent discrepancies between previously pre-
not be uniform with depth, leading sometimes to energysented cascade models.
deposition profiles closer to spherical geometry. In track We further demonstrated by direct simulation the impor-
simulations there is always a region at the surface, the top diince of cascades splitting into subcascades on the cratering
the cylindrical track, which is energized. On the other handprobability, and presented an analytical framework which
in the case of ion bombardment in the nuclear stopping reean be used as a basis for further model development
gime, the peak in the energy deposition occurs below thaccounting for cascade splitting, energy density thresholds,
surface. However, in the regime with energy above 10 keVand spike lifetimes. Furthermore, we showed that by using
for Xe bombardment, the created spike is initially roughly scaling laws and parameters calibrated from MD, simple
cylindrical, and one would hope certain scaling still to beBCA codes such asRIM can be used to estimate cascade
valid. formation probabilities. We obtained excellent agreement

IX. CONCLUSIONS
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with crater sizes measured experimentally in the same sygxpand strongly on melting, if the projectile can create a high
tem. enough energy density.

Comparison with simulations of cluster bombardment and
crater formation in LJ solids, which serve as models for
some organic materials, showed that a wide range of micro-
scopic cratering events can be understood in the same frame- We thank Professor R. S. Averback, Professor R. E.
work provided that appropriate scaling of the energy deposidohnson, Professor S. E. Donnelly, Dr. R. C. Birtcher, and
tion and length scales are used. Professor H. M. Urbassek for useful discussions. L. Uusi-

We also showed that macroscopic cratering laws behavpaikka is acknowledged for performing the 400-eV simula-
quite differently from the microscopic ones because of theions. The research was supported by the Academy of Fin-
importance of the liquid flow in the microscopic system, butland under Project No. 73722 and the Vilho, Ygad Kalle
not in the macroscopic systems. Conversely, we note that théaisda Foundation. Generous grants of computer time from
results on cascade cratering may imply the need for a rethe Center for Scientific Computing in Espoo, Finland are
evaluation of macroscopic scaling laws for materials whichgratefully acknowledged.
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