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Abstract
The morphology of swift heavy ion tracks in crystalline α-quartz was investigated using small
angle x-ray scattering (SAXS), molecular dynamics (MD) simulations and transmission
electron microscopy. Tracks were generated by irradiation with heavy ions with energies
between 27 MeV and 2.2 GeV. The analysis of the SAXS data indicates a density change of
the tracks of∼2± 1% compared to the surrounding quartz matrix for all irradiation conditions.
The track radii only show a weak dependence on the electronic energy loss at values above
17 keV nm−1, in contrast to values previously reported from Rutherford backscattering
spectrometry measurements and expectations from the inelastic thermal spike model. The MD
simulations are in good agreement at low energy losses, yet predict larger radii than SAXS at
high ion energies. The observed discrepancies are discussed with respect to the formation of a
defective halo around an amorphous track core, the existence of high stresses and/or the
possible presence of a boiling phase in quartz predicted by the inelastic thermal spike model.

(Some figures may appear in colour only in the online journal)

1. Introduction

When high energetic heavy ions pass through a solid, they
lose their energy predominantly by interaction with the
target electrons. The intense electronic excitations can induce
structural modifications in very narrow cylindrical regions
along the ion trajectories. Since the discovery of these
so-called ion tracks in 1959 [1, 2] numerous studies have been
performed, motivated by applications in disciplines including
materials science and nanotechnology, nuclear physics,
geochronology, archaeology, and interplanetary science.
Synthetic quartz possesses unique optical properties. It is
transparent over a wide spectral range, with a low coefficient

of thermal expansion and its good endurance against wear
and fatigue makes it a suitable material for optical devices.
Crystalline quartz is also used as an essential electronic
component for various devices due to its great frequency
stability over a wide temperature range. Swift heavy ion
irradiation of quartz leads to a change in the refractive
index and offers a means to impose an etch anisotropy in
the material which paves the way for nano-fabrication and
micromachining of optical devices [3, 4].

Experimental results on track properties in quartz and
vitreous silica are reviewed in [5]. Damage in quartz induced
by swift heavy ions was previously studied using transmission
electron microscopy (TEM) [6, 7], Rutherford backscattering
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Table 1. Irradiation parameters including the initial beam energy and the energy after the ions passed through the Al degrader foil i.e. when
entering the sample surface. The track radius and its polydispersity are deduced from fits to the SAXS data. The Average dE/dxe gives the
mean energy loss over the length of the tracks.

Ion

Initial beam
energy
(MeV u−1)

Projected
range (µm)

Thickness
of Al
degrader
foil (µm)

Energy
(MeV)

Average
dE/dxe
(keV nm−1)

Surface
dE/dxe
(keV nm−1)

Radius
(nm)

Polydispersity
of track radius
(nm)

197Au 0.14 5 — 27 3.6 5.4 2.3± 0.2 0.5± 0.1
197Au 0.45 11 — 89 7.0 14.4 3.3± 0.2 0.5± 0.1
197Au 0.94 17 — 185 10.5 20.1 3.7± 0.1 0.4± 0.1
197Au 11.1 95 — 2186 23.8 24.1 3.6± 0.1 0.3± 0.1
197Au 8.3 73 — 1635 23.2 25.4 3.6± 0.1 0.3± 0.1
197Au 11.1 66 32 1438 23.1 25.8 3.8± 0.1 0.3± 0.1
197Au 8.3 59 16 1250 22.5 26.1 3.8± 0.1 0.3± 0.1
197Au 11.1 36 64 652 20.1 26.2 3.8± 0.1 0.4± 0.1
238U 5.6 23 32 369 16.9 27.1 4.0± 0.1 0.5± 0.1
207Pb 4.83 47 — 1000 22.3 27.6 3.9± 0.1 0.4± 0.1
238U 5.6 38 16 826 22.7 32.5 4.0± 0.1 0.4± 0.1
238U 8.3 72 — 1975 27.9 33.2 4.1± 0.1 0.3± 0.1
238U 5.6 53 — 1333 25.8 33.8 4.1± 0.2 0.4± 0.1
238U 8.3 57 16 1475 26.5 33.8 4.2± 0.2 0.4± 0.1

spectrometry in channelling geometry (RBS/C) [6, 8, 9],
atomic force microscopy (AFM) [10], surface profilometry [9,
11], and chemical etching [12–15]. RBS/C measurements [6]
show a steady increase of the damage cross section
with increasing electronic energy loss (dE/dxe). The track
interior is completely disordered and presumably amorphous,
consistent with electron diffraction analysis of the damaged
areas [6]. TEM measurements of ion tracks in thin quartz
samples reveal a radial strain field around the amorphous
core that extends up to a distance of three times the
core radius from the track centre into the crystalline
matrix [7]. Swelling measurements by surface profilometry
indicate significant density changes. The reported values for
out-of-plane swelling vary between 4% [9] and 16% [11],
the latter of which coincides with the density difference
between the crystalline and amorphous SiO2 phase. AFM
investigations report conical hillocks with circular bases at
the sample surface for each individual track above an energy
loss of 7 keV nm−1 [10]. Reported values for track formation
threshold in quartz vary between 2 keV nm−1 [9, 11, 16,
17] and 7.2 keV nm−1 [15] depending on the measurement
technique and ion irradiation conditions.

The threshold values are subject to the so-called velocity
effect, which considers the increase of initial electron cascade
for projectiles of higher velocity [6, 18]. According to
reference [16], the threshold for damage creation varies by
about 20% when comparing high and low velocity ions.

Small angle x-ray scattering (SAXS) is a powerful
tool for the measurement of ion track damage as it is
non-destructive, not limited to the surface or near-surface
regions and is sensitive to small density changes at the
nanometre scale [19–24]. Changes in the track radii can be
identified with up to sub-nanometre precision, and moreover,
SAXS is well suited for in situ annealing studies [25].
In contrast to RBS/C measurements, SAXS requires only
low ion fluences that yield well-separated tracks and thus
avoids proximity effects that may affect RBS/C results on

ion track cross sections. It does not require elaborate sample
preparation such as TEM and measures the ion track over its
entire length, i.e. it is less susceptible to artefacts and surface
effects. In this work, we present results on the morphology of
ion tracks in crystalline α-quartz obtained using synchrotron
SAXS, TEM and molecular dynamics (MD) simulations.

2. Experiment

2.1. Sample preparation

Single crystalline wafer pieces of α-quartz were irradiated
with a variety of high energy heavy ions. Irradiations with
27, 89, and 185 MeV 197Au ions were performed at the
ANU Heavy Ion Accelerator Facility (Canberra, Australia).
For irradiations at higher energies we used 207Pb ions of
1 GeV at the GANIL accelerator (Caen, France) and 197Au
ions (1.6 and 2.2 GeV) as well as 238U ions (1.3 and 2.0 GeV)
at the UNILAC accelerator at GSI (Darmstadt, Germany).
In order to vary the energy loss of the ions, degrader foils
of aluminum with thicknesses between 16 and 64 µm were
placed in front of some of the samples. All irradiations were
performed at normal incidence and room temperature (RT).
Details of the irradiation parameters are summarized in table 1
in the order of decreasing surface electronic energy loss.
The ion energies and surface energy losses were calculated
with the SRIM-2008 code [26] assuming a mass density of
2.65 g cm−3 for quartz [27].

Samples were irradiated with fluences between 3 × 1010

and 4× 1011 ions cm−2. Most samples irradiated to a fluence
of 4 × 1011 ions cm−2 fractured during the irradiation as a
result of high stresses generated in the ion track regions.

All quartz samples had the same thickness of 360 µm
before irradiation. After irradiation, samples were mechani-
cally polished from the backside to thicknesses between 10
and 130 µm using a tripod method. For the high energy
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Figure 1. (a) plan-view TEM image of ion tracks in quartz generated with 1 GeV Pb ions of fluence 5× 1010 ions cm−2. Ion tracks were
tilted with respect to the electron beam. (b) Histogram of the track size distribution from analysing close to one hundred tracks from TEM
images. The measurement is based on the average value of track radii from FWHM and FWFM of the intensity cross sections.

irradiations (>600 MeV), the ion tracks are up to tens of
micrometres long. In most cases, the thickness of the polished
sample was smaller than the projected ion range, and the
variation of the energy loss along the ion track less than
10%. For irradiations with ions of lower energies, the sample
thicknesses exceed the track lengths. Here thinning was
performed predominantly in order to reduce absorption and
inelastic x-ray scattering from the unirradiated crystal matrix
in the SAXS data.

2.2. Transmission electron microscopy

Plan-view transmission electron microscopy (TEM) was
performed on selected samples using a Philips CM300
microscope operating at 300 kV. Samples were prepared using
standard polishing and ion milling processes. As ion tracks in
quartz are very susceptible to electron beam irradiation effects
the beam was focused on one spot and the image was taken
after quick movement to an adjacent spot in order to record
images before the tracks started to shrink in size. Figure 1(a)
shows a TEM image of ion tracks in quartz irradiated with
1 GeV Pb ions to a fluence of 5× 1010 ions cm−2.

2.3. SAXS measurements

SAXS measurements were carried out at the SAXS/WAXS
beamline at the Australian Synchrotron in transmission
geometry with an x-ray energy of 12 keV and a camera
length of approximately 1600 mm. Samples were mounted
on a 3-axis goniometer which allowed precise alignment of
the ion tracks with respect to the x-ray beam. Measurements
were taken with the ion tracks tilted by 0◦, 5◦ and 10◦ with
respect to the incoming x-ray beam. Additionally, scattering
was measured from an unirradiated sample for background
removal and from a glassy carbon standard for absolute
calibration of the scattering intensities. Spectra were collected
with a Pilatus 1M detector with exposure times of 5 and

Figure 2. SAXS images of a quartz sample irradiated by 1.6 GeV
Au ions to a fluence of 5× 1010 ions cm−2, (a) with the x-ray beam
parallel to the ion tracks, (b) with the ion tracks tilted by 5◦ with
respect to the x-ray beam.

10 s. Aligning the ion tracks parallel/collinear to the x-ray
beam (0◦) results in isotropic scattering. Figure 2(a) shows
the isotropic scattering in collinear geometry for tracks in
a quartz sample produced by 1.6 GeV Au ions of fluence
5 × 1010 ions cm−2. Due to the parallel orientation of the
ion tracks, the radial symmetry is consistent with a circular
cross section of the track cylinders or a random rotation of
tracks with a non-circular cross section along the track axis,
the former consistent with previous studies [6]. By tilting
the sample from this position, the scattering changes to two
slightly curved streaks as apparent from figure 2(b), which
shows the same sample as in figure 2(a) tilted by 5◦. This
anisotropy results from the high aspect ratio of the tracks that
are only a few nanometres wide, but tens of micrometres long.
The x-ray scattering intensities of radial sectors perpendicular
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to the streaks (e.g. a small arc sector in the area between the
two streaks which does not overlap with either of the streaks)
were compared to those of unirradiated quartz samples and
found to be identical. This is consistent with the lack of
significant density fluctuations on the nanometre length scale
along the ion tracks, confirming their cylindrical morphology.

2.4. SAXS data analysis

For analysis of the SAXS data, the scattering intensities
were extracted from the streaks in the images and scattering
from an unirradiated sample was subtracted. Examples of
the scattering intensities from ion tracks in quartz after
background removal are shown in figure 3 for different
irradiation conditions. The presence of strong oscillations is
consistent with monodisperse track radii and a sharp density
change between the track and the matrix material [25]. To
analyse the size of the tracks, we modelled them by parallel
aligned cylinders of length L and radius R. The intensity of
the scattered x-rays as a function of scattering vector q =
4π sin(θ)/λ, where 2θ is the scattering angle and λ is the
wavelength of the x-ray beam, is given by

I(q) = C〈F(q)〉2. (1)

The coefficient C contains information about the number
density of the ion tracks n, the track volume V and the electron
density change 1ρ between track and matrix material:

C = nV2(1ρ)2. (2)

The scattering amplitude F(q) represents the form factor for a
cylindrical object. Due to the random distribution and large
separation of the tracks, no structure factor is considered,
consistent with the scaling of the scattering with the ion
fluence as outlined later. The energy losses of the ions for
the current experiment are well above the threshold for
continuous track formation, thus justifying the assumption of
continuous cylindrical tracks, also consistent with the remarks
in section 2.1. The simplest model is a cylinder with constant
density that differs from that of the surrounding matrix. The
form factor for this model is given by [28]

F(Eq) =
sin(qzL/2)

qz

J1(Rqr)

qr
, (3)

where J1 is the first order Bessel function. To account
for a variation of the track radius over the depth of the
tracks due to changes in the stopping power, and deviations
of perfectly sharp boundaries between track and matrix, a
narrow Gaussian distribution of the radius is assumed [20].
Furthermore, a narrow angular distribution was fitted to model
deviations from perfectly parallel tracks that result from
beam divergence during irradiation or bending of the thin
samples. For all samples the angular spread was small and best
described by a fit below 0.2◦. Fitting of both the distribution in
radii and the angular spread had no influence on the fitted track
radii. Fits to the simple cylinder model are shown in figure 3
as solid lines.

The average dE/dxe is estimated by integrating dE/dxe
calculated by SRIM-2008 over the depth of the penetrating

Figure 3. SAXS spectra of ion tracks as a function of the scattering
vector q for a variety of ion/energy combinations. The scattering
intensities have been offset for clarity. The solid lines are the
corresponding fits to the theoretical model.

ion, from the sample surface to the depth where it reaches
its threshold for track formation (2 keV nm−1), the latter of
which provides an estimate of the track length.

From the experimental determination of the coefficient C
in equation (1), we can estimate the absolute density change
in the ion tracks using equation (2). The number density n
corresponds to the irradiation fluence and the volume V of an
ion track is estimated using the fitted values for the track radii
and the estimated track length. In cases when the sample was
thinned to a thickness smaller than the maximum track length,
the sample thickness was used as the track length.

3. MD simulations

The formation of swift heavy ion tracks was simulated
using the classical molecular dynamics (MD) code PAR-
CAS [29]8. The atomic interactions are calculated with the
Watanabe–Samela Si–O mixed system many-body poten-
tial [30, 31]. The electronic energy loss of the track producing
ions is implemented by continuously following the evolution
of the atomic lattice temperature as calculated with the
inelastic Thermal Spike model (i-TS) [32] parameterized
based on the RBS/C results from [6]. We applied the energy
transfer between the electronic and lattice subsystems of the
i-TS by deposition of kinetic energy in a random direction
to all of the atoms in the MD simulation cell. At each time
step, the energy decreases radially with increasing distance
from the track centre until the two subsystems are in thermal
equilibrium. To ensure compatibility of results, the energy
input to the MD simulation is scaled with respect to the
higher melting point of the interatomic potentials used. Inside
the melting radius, a constant value of 0.6145 eV/atom was
added, whereas outside the melting radius a scaling factor
of 2.2523 was applied to the total energy deposition. This

8 The main principles of the MD algorithms are presented in [46, 47]. The
adaptive time step and electronic stopping algorithms are the same as in [48].
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Figure 4. Left: atomistic images of MD simulated tracks in crystalline quartz. Right: symbols give the corresponding atomic density as a
function of the track radii. The solid lines are the smoothed density profile using a five point running average. The dashed lines indicate the
track radii deduced from the amorphous/crystalline interface.

ensures a continuous temperature evolution while limiting
extra deposition far from the ion path.

The formation of tracks was calculated for Au projectiles
of three different stopping powers, namely 9.9, 12.5, and
28.3 keV nm−1, which are close to the average dE/dxe for
irradiation energies of 89, 185, and 2200 MeV. We emphasize
that the kinetic energy is deposited to all atoms in the
computation cell, even though the resulting damage is limited
to few nanometres around the ion trajectory. The cell of
the MD simulation consists of a 25 nm cube with periodic
boundary conditions resulting in a system size of about 1.3
million atoms. The cell is created as a perfect crystalline
α-quartz structure and is initially relaxed. The track area
is surrounded by several nanometres of pristine material in
the x- and y-directions, whereas in the z direction the track
penetrates through the periodic cell, modelling an infinitely
long, homogeneous track. The last 0.5 nm at the borders
of the computation cell in the x- and y-directions is cooled
by Berendsen temperature control [33] to approximate heat
conduction further into the material. The initial temperature
in the calculation is 300 K, a time step of about 0.4 fs is used,

and simulations are continued for 200 ps until the cell density
converges to the stable profiles.

Top-view images of the MD simulation cells are shown
in figure 4 along with the relative radial density profiles
originating in the centre of the track. For better visualization
of the MD density profiles obtained, smoothed profiles using
a five point running average are also plotted. The track radii
obtained by the MD simulations are shown on the density
profiles as dashed lines and mark the boundary between
disordered/amorphous and crystalline material.

4. Results

4.1. SAXS

The presence of strong oscillations in the small angle
x-ray scattering intensities of the irradiated quartz samples
indicates monodisperse track radii and a sharp density
transition between the track and the matrix material. The most
appropriate model that fits the data is a cylinder with constant
density (different from that of the matrix material). This is
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Figure 5. SAXS spectra from ion tracks in quartz after background removal as a function of scattering vector q. (a) Samples are irradiated
with 1.4 GeV Au ions at fluences of 0.5, 1, and 3× 1011 ions cm−2. (b) Samples with thicknesses of 10, 65 and 86 µm are irradiated with
1 GeV Pb ions at fluences of 5× 1010 ions cm−2. The solid lines are the corresponding fits to the theoretical model.

consistent with the formation of amorphous tracks inside
the crystalline quartz matrix. While the scattering intensities
extracted from the streaks can only give information on
the radial morphology of the ion tracks, the observed high
anisotropy in the tilted images and the absence of scattering
perpendicular to the streaks, confirm continuous tracks.

Figure 3 shows the scattering spectra from ion tracks
after background removal for different ion and energy
combinations along with their corresponding fits to the
cylinder model (solid lines).

The fits using this model are also shown as solid lines
in figure 5(a) for the scattering data from the irradiations
with 1.4 GeV Au ions. For the fluences of 0.5, 1, and 3 ×
1011 ions cm−2, the fits yield the track radii of 3.8 ± 0.1,
3.7 ± 0.1, and 3.8 ± 0.1 nm respectively. This excellent
agreement is not surprising considering that for the applied
fluences track overlap is negligible being below 7% for
3 × 1011 ions cm−2 [21]. Figure 5(b) shows the scattering
intensity of three quartz samples of different thicknesses
(∼10, 65 and 86 µm) irradiated with 1 GeV Pb ions of
fluence 5 × 1010 ions cm−2. At this beam energy, the tracks
have a length of about 44 µm and the average energy loss
is 22.3 keV nm−1. The scattering intensities are very similar
even though the lengths of the track and the lengths of the
unirradiated part in these samples are different. The track radii
for samples with the thicknesses of 10, 65 and 86µm are 3.9±
0.1, 3.8±0.1, and 3.9±0.1 nm, respectively. The thickness of
the material in which the tracks are embedded has obviously
no significant influence on the background-subtracted SAXS
spectra and the deduced track radius.

A complete set of all SAXS radii measured and their
size distributions obtained from the fits to the different
measurements are listed in table 1. Extracted track radii
from SAXS measurements are plotted as a function of
electronic energy loss in figure 6 along with data from other
measurement techniques which is explained in later sections.

4.2. TEM

Figure 1(a) shows the TEM image of ion tracks in a quartz
sample irradiated with 1 GeV Pb ions to a fluence of 5 ×

Figure 6. Track radii as a function of the electronic energy loss in
α-quartz for different ion/energy combinations. The uncertainties of
the SAXS data shown in the plot correspond to the fitted radius
polydispersity.

1010 ions cm−2 tilted with respect to the electron beam. As
mentioned earlier, the susceptibility of the ion tracks to the
electron beam rendered acquisition of an image with clear
contrast between track and matrix difficult.

For measuring track radii from the acquired images, we
have analysed the intensity cross sections of tracks using
their full width half maximum (FWHM) and full width
full maximum (FWFM). The FWHM of the intensity cross
sections yielded a radius of 4.2 ± 0.3 nm while the FWFM
values indicated a radius of 5.5 ± 0.6 nm. The mean value of
track radii from these measurements is 4.8± 0.5 nm.

It should be noted that high resolution TEM images of
track cross section could improve the TEM measurement but
the instability of quartz in the electron beam is problematic
and tracks may change under observation.

6
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4.3. Model calculations

Calculations were performed using the i-TS model that was
developed to describe how the energy deposited into the
electronic system [26, 34, 35] is transferred to the lattice
atoms via the electron–phonon coupling. This rapid heating
can induce local melting or boiling. The track formation
criteria is linked to the quenching of the molten phase leading
to amorphization [6, 36]. Good agreement with experimental
track radii and sputtering rates are obtained using a fixed
electron–phonon mean free path of 3.8 nm [35, 37]. Track
radii from the i-TS model as a function of the dE/dxe are
shown as solid and dashed lines in figure 6 for two different
beam velocities due to energies of 0.5 and 7.0 MeV u−1.

MD simulation combined with the energy distribution
predicted from the thermal spike model yield the atomistic
structure of track embedded in crystalline quartz. It is evident
that the MD simulations are also consistent with the formation
of amorphous tracks.

5. Discussion

Figure 6 compiles all SAXS and TEM track radii as a function
of the electronic energy loss of the ions together with the
data from the MD simulations, and experimental data from
earlier studies using RBS/C [6, 8, 9] and TEM [6]. AFM
data provided in the literature [10] measuring surface hillocks
that occur due to relaxation and material expansion at the
surface are not included as these cannot be compared with
tracks surrounded by a matrix material measured by the other
techniques.

In order to compare these results consistently, dE/dxe
was calculated for all data points using SRIM-2008 by taking
into account the ion and energy of each irradiation condition.
RBS/C measurements are based on the first 500 nm depth
from the surface of the sample [6, 8, 9]. We calculated the
corresponding mean dE/dxe values which differ by up to 20%
from the reported ones (calculated using the TRIM-91 [6, 9]
and TRIM-95 [10] codes).

Although the reported values for the track formation
threshold in quartz vary based on the measurement technique,
the effect of the different threshold values on the calculation
of the average dE/dxe is small (for example, for 1 GeV Pb
ions the mean energy loss is 22.9 keV nm−1 using a threshold
value of 6 and 21.3 keV nm−1 using 1.8 keV nm−1). Given an
approximate 10% uncertainty of the SRIM calculations [27],
the influence of the threshold value on the mean energy loss
remains within the code precision. Due to its small effect [16],
the velocity effect on the threshold was not considered when
calculating the mean energy loss for our low energy beams
(27, 89, and 185 MeV) experiments.

Results of SAXS and RBS measurements [6, 8] show
reasonable agreement at energy losses below ∼17 keV nm−1.
At higher energy losses, the radii measured by SAXS saturate
at approximately 4 nm, while track radii determined from
RBS measurements [6, 8] are consistently higher. While the
uncertainties in the RBS/C data is significantly higher than
those from SAXS measurements, and modern Monte Carlo

methods for RBS/C simulation may yield more accurate
track radii, a clear trend of increasing track radii with the
energy loss is apparent. It is worth noting that the RBS/C
results in [9] show no obvious dependence on the energy
loss, different to those in [6, 8] however, only limited data
with high uncertainties are presented in this study. The
small dependence of the track radii measured by SAXS
on the electronic energy loss is somewhat surprising, as
most insulators show a clear increase of the track radii
with dE/dxe [35]. An exception is mica, where a weak
dependence of the track size on the electronic energy loss
has been previously reported [38]. The mentioned study has
also employed SAXS for determining the track radii [38].
Calculations using the thermal spike model, which are
based on the RBS/C results from [6], however, predict a
steady increase in the track radius in quartz with increasing
energy loss. At low energy losses, the radii extracted from
MD simulations also agree well with the ones obtained
from SAXS, however, at high dE/dxe, MD results yield a
larger value. This is not unexpected because—as described
above—MD simulations are based on the energy distribution
predicted from the thermal spike model. These observations
indicate, that the simple model of melting and quenching, that
underlies the thermal spike concept, may not be sufficient to
explain track formation in quartz. High stresses and the role
of point defect creation may have a significant influence on
the resulting track morphology, which is not considered in the
thermal spike calculation.

We now consider possible scenarios, why the radii in
quartz deduced from SAXS observations are in agreement
with RBS/C for electronic energy loss less than about
17 keV nm−1 and not for larger electronic energy losses.

A discrepancy between the RBS/C measurements and the
SAXS results could originate from the existence of a defective
halo around an amorphous track core. The defective halo will
perturb channelling leading to effectively larger track radii
but may possess the density of crystalline quartz, thus not
showing up in the SAXS measurements. A defective halo has
been previously studied in quartz [39] and LiNbO3 [40–42]
under high energy ion irradiation. It is suggested that the
radial morphology of tracks in insulators, produced with
ions above the damage creation threshold [41], is typically
characterized by a core, halo, and tail structure resulting from
the concentration of defects above a certain threshold in the
centre of the track (amorphous core) surrounded by a damaged
or preamorphised region (halo), followed by a less damaged
tail region.

A defective halo could be the result of partial
recrystallization of quartz during the quenching phase. The
thermal spike model uses the radius of the molten cylinder
as criterion for the track size. During the rapid cooling,
however, part of the molten material may recrystallize at
the interface to the surrounding solid matrix, leading to a
smaller radius of the residual amorphous phase. This has been
observed experimentally and in MD simulations of ion tracks
in complex oxides (pyrochlores) [43]. The recrystallization
of the outer region of the molten track was shown to be
imperfect, leaving a crystalline but defective halo around

7
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the amorphous core. In contrast to the MD simulations on
complex oxides, our MD results on quartz do not indicate this
recrystallization process is operative and thus we consider it
unlikely. A defective halo might also be an intrinsic feature
of the ion track occurring during formation. It was suggested
for the case of quartz [39] and LiNbO3 [41, 42] that the
amorphization mechanism during track formation proceeds
via point defect generation, similar to the case of ballistic
collisions. In the area where the defect concentration exceeds
a threshold value, the material collapses into an amorphous
state, leaving a halo of defects around it where the threshold
value is not exceeded. We note that for the ion tracks in
quartz, it is predicted the halo area reduces by increasing the
electronic energy loss above 4 keV nm−1 [39], however, the
study only investigates energy losses of up to 10 keV nm−1.
The discrepancies between RBS/C and SAXS which are
apparent at large energy losses and correspond to high ion
velocities may result from the fact that at these energies the
electron cascades rapidly dissipate energy through the crystal
and result in a higher cooling rate of the material [44]. This
process will leave behind more residual defects in the halo
region that would be observed in RBS/C. The existence of a
halo may thus explain the differences of the RBS/C and SAXS
data.

MD simulations also predict amorphization of the ion
track with good agreement of the track size at low energy loss
ranges. The disagreement at high energy losses could be an
indication that the energy distribution provided by the thermal
spike model and serving as an input for the MD calculations
overestimates the temperature.

Alternatively, the typical melting criteria established for
track formation within the thermal spike scenario can be
discussed. A boiling phase during ion track formation also
offers a plausible explanation for the discrepancy of SAXS
and RBS/C measurements, and i-TS calculations. According
to i-TS model calculations, the melting is reached for Au ions
of energy below 1 MeV u−1 (dE/dxe < 13.5 keV nm−1),
and track radii observed by SAXS coincide well with the one
deduced from RBS/C [6].

From [45], the appearance of the boiling phase can be
associated to the appearance of a sputtering rate which is
significant above 11 keV nm−1. Using this criterion it is
suggested that the boiling phase is reached in the centre
of the tracks and may induce a pressure wave propagating
radially from the centre of the track. If this wave creates
a shell of compact amorphous SiO2 [20] with nearly the
same electron density as crystalline SiO2, SAXS would not
identify this outer shell. Such a scenario is supported by the
MD calculations which show an under dense area smaller
than the amorphous track radius. For example, tracks induced
by GeV Au projectiles have an under dense core of 4 nm
radius with a denser but still amorphous shell of about 2 nm
thickness. While the compacted amorphous shell cannot be
identified by SAXS, RBS/C is sensitive to its structural
disorder. An accurate TEM measurement that shows the
possible amorphous core and amorphous shell zones could
resolve the ambiguity of the explanation and rule out the
structure of an amorphous core with a partially recrystallized

halo, but the uncertainty of TEM measurement in quartz is
usually beyond the difference between the core and shell sizes.
The large uncertainty may be due to artefacts, relaxation of the
tracks in quartz or susceptibility of the damaged zone to the
electron beam.

Absolute calibration of the scattering intensities enables
an estimate of the electron density change within the
amorphous tracks of approximately 2 ± 1% as compared
with the crystalline matrix, independent of the irradiation
conditions. Swelling measurements of quartz indicated values
around 4% [9] and 15% [11] for the density change at high
fluence irradiation. In these experiments, the step height at the
border between an irradiated and unirradiated sample surface
is recorded by profilometry. The volume expansion is due to
amorphization of the irradiated material which can expand
relatively freely at the surface. In contrast, SAXS measures the
density change of tracks confined in the bulk matrix. At low
fluences, the curvature measurements by profilometry also
identified the built up of high stresses of these samples [11].
Their density change has a similar magnitude as the value
observed by our SAXS experiments.

6. Conclusions

Crystalline α-quartz samples were irradiated with swift heavy
ions and analysed by SAXS. The track morphology is
consistent with amorphous cylinders surrounded by stressed,
possibly defective crystalline quartz. At low electronic energy
losses, SAXS and complementing MD simulations yield
similar track radii. At high dE/dxe, the SAXS track radius
saturates at a value of approximately 4 nm in disagreement
with MD simulations and thermal spike predictions. The weak
dependence of the track radius on the electronic energy loss
indicates that track formation is probably a more complex
process than a simple melt and quench predicted by the
thermal spike model. Alternative explanations include the
presence of a defective halo, which indicates track formation
proceeds via point defect generation, and/or the presence of
a boiling phase during track formation. The observed density
change of ∼2% in the amorphous core (with respect to the
matrix) is consistent with observations from macroscopic
swelling measurement for low fluences but is significantly
lower than the ∼15% density difference between bulk silica
and quartz, leading to high stresses in the material.

Although this work cannot unambiguously verify the
mechanisms for ion track formation in quartz, it highlights
that the processes involved are clearly complex in nature
and thus accurate modelling becomes extremely challenging.
Furthermore, comparing track results obtained by different
analytical techniques emphasizes their specific sensitivity
to different properties of the tracks. Interpretation and
comparison of the measured track properties have to be done
with extreme care.
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